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Capturing Feature and Label Relations
Simultaneously for Multiple Facial Action
Unit Recognition
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Abstract—Although both feature dependencies and label dependencies are crucial for facial action unit (AU) recognition, little work
addresses them simultaneously till now. In this paper, we propose a 4-layer Restricted Boltzmann Machine (RBM) to simultaneously
capture feature level and label level dependencies to recognize multiple AUs. The middle hidden layer of the 4-layer RBM model
captures dependencies among image features for multiple AUs, while the top latent units capture the high-order semantic
dependencies among AU labels. Furthermore, we extend the proposed 4-layer RBM for facial expression-augmented AU recognition,
since AU relations are influenced by expressions. By introducing facial expression nodes in the middle visible layer, facial expressions,
which are only required during training, facilitate the estimation of both feature dependencies and label dependencies among AUs.
Efficient learning and inference algorithms for the extended model are also developed. Experimental results on three benchmark
databases, i.e., the CK+ database, the DISFA database and the SEMAINE database, demonstrate that the proposed approaches can
successfully capture complex AU relationships from features and labels jointly, and the expression labels available only during training
are benefit for AU recognition during testing for both posed and spontaneous facial expressions.

Index Terms—AU recognition, expression-augmented, RBM

1 INTRODUCTION

FACIAL expression plays an important role in information
transmission during people’s communication. There-
fore, automatical face expression recognition has attracted
increasing attention in the fields of both human behavior
research [1] and computer vision [2], [3], [4], [5], [6]. There
are two ways to describe expressions: multiple expression
categories and multiple Facial Action Units (AUs) [7].
Expression categories depict the facial behavior in a global
aspect, while AUs represent facial muscle actions locally.
Numerous algorithms are proposed to deal with these two
kinds of expression recognition problems during the past
several years [5], [6], [8], [9], [10], [11], [12]. In this paper, we
tackle the problem of facial action unit recognition.

Current research of facial action unit recognition mainly
recognizes each action unit independently or detects a fixed
number of AU combinations. They either ignore AU rela-
tions or fail to handle hundreds of variations in AU combi-
nations. Behavior research indicates that there exist co-
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occurrent and mutual exclusive relations among AUs, and
multiple AUs can lead to a huge variety of complex facial
behaviors with different combinations. For example, five
facial action units, i.e., AU4, AU6, AU9, AU15, and AU17,
appear simultaneously on the face of Fig. 1la, and both
AU15 and AU17 present in Fig. 1b. AU15 (lip corner depres-
sor) and AU12 (lip corner puller) can not appear together
due to the structure relations of facial muscles. Such AU
relations can be leveraged for better AU recognition. Fur-
thermore, these inherent relations exist not only in AU
labels but also facial appearance. For instance, as illustrated
in Fig. 1la, when AU6 and AU9 occur together, wrinkle
appears between eyebrows along with eyes narrowing;
when AU6 combines with AU12 depicted in Fig. 1b, lip cor-
ners are pulled and eyes are narrowed with no wrinkles
between eyebrows.

AU relationships are context-dependent. They are influ-
enced by a lot of related factors such as the facial expressions.
Almost all facial expressions consist of several certain combi-
nations of AUs. For example, as shown in Figs. 1d and 1e,
happiness always happens with AU6, AU12 and AU25, and
surprise usually appears with AU1 and AU25. Different
expressions may generate the same AUs. For example, AU25
could appear on both a happy face and a surprise face. When
AU25 appears on a happy face, the cheeks raise dramatically;
when AU25 appears on a surprise face, the cheeks do not
raise. They cause different facial appearances on the cheek
and mouth regions. Such inherent relations between expres-
sions and among AUs can facilitate AU recognition.

Only recently, several works exploit AU dependencies to
improve AU recognition. Tong et al. [10], Wang et al. [11]
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(d) (e

Fig. 1. Samples of facial action units (a) lower brow(AU4), narrow eyes
(AU6), wrinkle nose(AU9), depress mouth corner(AU15), raise chin
(AU17); (b) narrow eyes(AU6), pull mouth corner(AU12); (c) depress
mouth corner(AU15), raise chin(AU17); (d) the probability of AUs
appeared for happy; (e) the probability of AUs appeared for surprise.

and Song et al. [12] modeled AU dependencies among AU
labels, without considering AU dependencies inherited in
facial appearance. Zhu et al. [13] captured AU relations in
both AU labels and facial features separately, not jointly.
Zhang et al. [14] and Zhao et al. [15] integrated fixed local
AU relations existing in AU labels into AU classifiers. Elef-
theriadis et al. [16] combined co-occurrent AU dependen-
cies into latent space and classifier learning through a
multi-conditional latent variable model.

Compared to AU-relations modeling for AU recognition,
capturing AU-expression dependencies for AU recognition
has attracted even less attention. To the best of our knowledge,
only three works [11], [17], [18] recognize AUs assisted by
expressions. All of them modeled AU-expression dependen-
cies among AU labels, without considering AU-expression
dependencies inherited in facial appearance.

Therefore, in this paper, we first propose a novel hierar-
chical model to recognize multiple facial action units by
exploiting AU relations from both feature level and label
level jointly. Specifically, we propose a 4-layer Restricted
Boltzmann Machine (FRBM), which includes two hidden
layers in addition to one feature layer and one ground-truth
AU label layer. The top hidden layer models the high-order
dependencies among the ground-truth AUs through the
connections to all AU labels. By connecting features and AU
labels, the bottom hidden layer not only captures the depen-
dencies among features, but also represents the salient
information for the input features. The connections of four
layers are jointly trained with interactions among layers for
learning shared features and AU relations simultaneously.

Furthermore, we extend the proposed FRBM model by
incorporating facial expression to enhance AU recognition.
We refer to the extended model as FRBM+. By adding facial
expression nodes in the middle visible layer, i.e., ground-
truth AU label layer, the top hidden layer models the high-
order dependencies among the ground-truth expression
and AU labels through the connections to all AU labels and
expression label. The expression labels are only required
during training. By adding expression nodes, the extended
model, FRBM+, does not dramatically increase the complex-
ity of the proposed FRBM model, but can successfully

capture extra expression-dependent AU relations for AU
recognition. We further propose an efficient learning and
inference algorithm for this model.

AU recognition experiments demonstrate the effectiveness
of proposed method for jointly exploiting AU dependencies
in features and labels and their superior performances of
AU recognition to existing methods. Expression-augmented
AU recognition experiments further demonstrate that the
inherent relations between AUs and expressions are crucial
for AU recognition.

2 RELATED WORK

2.1 AU Recognition by Exploiting AU Relations

The main stream of facial action unit analysis research either
recognizes each action unit independently or recognizes
fixed action unit combinations. The former ignores the inher-
ent dependencies among AUs, and the latter only handles
several fixed AU combinations, and can not detect thousands
of possible combinations. Only recently, a few researchers
began to exploit AU relations for AU recognition.

Tong et al. [10] proposed a Dynamic Bayesian Network
(DBN) to capture probabilistic relations among AUs and
temporal changes in facial action development. First, Gabor
features and Support Vector Machine (SVM) are used to rec-
ognize each AU. Then the recognized AUs are used as evi-
dence to the DBN for inferring various AUs. Tong et al. s
work successfully modeled AU relations from target labels,
and demonstrated the benefit of AU relations for AU recog-
nition. However, due to the Markov assumption, their pro-
posed DBN is limited to capturing the local relationships
between pairs of AUs, such as co-occurrence, co-absence
and mutual exclusion. To overcome this, Wang et al. [11]
proposed a three-layer Restricted Boltzmann Machine to
capture global relations among all AUs, and integrate the
AU measurements with the high-level AU semantical rela-
tionships for AU recognition. More recently, Song et al. [12]
modeled AU sparsity and co-occurrence using a Bayesian
compressed sensing model. They employed a AU-condi-
tional thresholding to obtain the AU groups which may cap-
ture the global dependencies among AUs to some extent.
These works successfully model AU relations from target
labels, but ignore AU inherent relations in image features,
which are crucial for AU analysis.

Zhu et al. [13] proposed multiple facial action units rec-
ognition by modeling their relations from both features and
target labels. First, a multi-task feature learning method is
adopted to learn the shared features for each AU group.
Second, a Bayesian Network (BN) is used to model relations
among action units from the target labels. After that, the
learned Bayesian network employs the recognition results
of the multi-task learning, and realizes multiple facial action
units recognition by probabilistic inference. The multi-task
feature learning and the Bayesian network are learned sepa-
rately. Such independent modeling could produce inconsis-
tent dependencies between feature-level and label-level.

Zhang et al. [14] utilized multi-task multiple kernel learn-
ing to detect multiple AUs simultaneously. They first pro-
posed a hierarchical model to group multiple AUs into
several fixed groups based on AU co-occurrences existing
in AU labels and facial regions. Then, each AU recognition

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on September 17,2020 at 02:04:42 UTC from IEEE Xplore. Restrictions apply.



350 IEEE TRANSACTIONS ON AFFECTIVE COMPUTING, VOL.10, NO.3, JULY-SEPTEMBER 2019

is regarded as a task, and AUs in the same group share the
same kernel. A multi-task multiple kernel learning is used
to learn AU classifiers simultaneously.

Zhao et al. [15] introduced joint-patch and multi-label
learning to model dependencies among both features and
AUs. Specifically, they select a sparse subset of facial
patches and learn multiple AU classifiers simultaneously
under the constraints of group sparsity and local AU rela-
tions (i.e., positive correlation and negative competition).
These two works integrate AU relations existing in AU
labels into AU classifiers by using multi-task multiple ker-
nel learning as well as joint-patch and multi-label learning
respectively. Therefore, they model AU relations in both
labels and features jointly. However, they only capture fixed
local dependencies.

Instead of integrating predefined local label dependencies
into classifiers in the original feature space or kernel space as
the above works, Eleftheriadis et al. [16] proposed a multi-
conditional latent variable model to combine global label
dependencies into latent space and classifier learning. Specif-
ically, the image features are projected onto a shared
manifold. Then, multiple AU classifiers are learned simulta-
neously on the manifold. The subspace is regularized by con-
straints, which encode local and global co-occurrence
dependencies among AU labels. The label relations exploited
in this work are limited to co-occurrence, without consider-
ing mutual exclusion relationships among AU labels.

Current work of AU recognition through exploiting AU
relations fails to learn global probabilistic inherent depen-
dencies (i.e., co-existence and mutual exclusion ) in both
facial features and AU labels jointly. Therefore, in this paper,
we propose a novel hierarchical model to jointly capture rela-
tions in these two levels. Our model consists of two latent
layers. The top one aims to model high-order dependencies
among AUs, and the bottom one is designed to link the AUs
and features so as to capture the commonalities and charac-
teristics among different AUs. The learning processes in fea-
ture level and label level are dependent on each other, in this
case, the relationships in these two levels are compatible.
Furthermore, through adding expression nodes in the mid-
dle visible layer, our model can be extended to jointly cap-
ture feature dependencies and label dependencies with the
help of expressions, which are only required during training.

2.2 AU Recognition Augmented by Expressions

Compared to AU-relations modeling for AU recognition,
capturing AU-expression dependencies for AU recognition
has attracted even less attention. To the best of our knowl-
edge, there are so far only three works that recognize AUs
assisted by expressions. Wang et al. [17] designed an AU rec-
ognition method with the help of expression labels as hidden
knowledge under incomplete AU labeling. They proposed to
construct a BN model to capture the dependencies not only
among AUs but also between AUs and expressions. During
training, the image features and expression labels are com-
plete, while the AU labels may be missing. Structure Expec-
tation Maximization (SEM) is adopted to learn the structure
and parameters of the BN. The traditional image-driven
method is adopted to obtain the expression and AU meas-
urements. During testing, the AUs are inferred by combining
the measurements and the AU relations in the BN model.

Due to the Markov assumption, the BN model can only han-
dle local dependencies among AUs and expressions. Wang
etal. [11] proposed to use a 3-way RBM to capture the global
dependencies between expressions and AUs for AU recogni-
tion. The expression labels are used as privileged informa-
tion, which is only required during training. The 3-way RBM
model can be regarded as a mixture model, therefore, it mod-
els the relations between each expression and AUs indepen-
dently, ignoring the shared dependencies among multiple
expressions and AUs.

Ruiz et al. [18] proposed to learn AU classifiers from un-
annotated facial images under the help of another large
scale of facial images with expression labels, but without
AU labels. Their method consists of both AU classifiers
from images and expression classifiers from AUs. Prior
knowledge about the relation between expressions and AUs
is employed to learn expression classifier from AUs first,
then AU classifiers from images can be learned through
embedding the output of AU classifiers as the input of
expression classifier. In the first step, the prior knowledge
on statistical correlations between AUs and expressions is
used to generate pseudo AU labels from the ground-truth
expression labels.

The three works successfully leverage AU-expression
dependencies from target labels for AU recognition, but
ignore inherent AU-expression relations in image features,
which are crucial for AU analysis. Therefore, in this paper,
we extend our proposed hierarchical model to jointly cap-
ture AU-expression dependencies from both target labels
and features. By adding facial expression nodes in the mid-
dle visible layer, the top hidden layer models the high-order
dependencies among the ground-truth expression and AU
labels through the connections to all AU nodes and expres-
sion nodes, and the bottom hidden layer captures the
dependencies among features for a multi-task classifier to
estimate multiple AU labels and expression. The connec-
tions of four layers are jointly trained with interactions
among layers for learning shared features and label rela-
tions simultaneously. The expression labels are only
required during training to assist AU recognition.

3 METHODS

We propose two models to perform AU recognition. The
first model, FRBM, aims at capturing the high-order AU
dependencies in label level and the commonalities and char-
acters among AUs in feature level, which is depicted in
Fig. 2a. The second model, FRBM+, is proposed to further
capture the global relations among AUs and expressions so
as to facilitate the estimation of relations among AUs, as
shown in Fig. 2b. Compared Fig. 2a with Fig. 2b, the second
layer y in Fig. 2a represents the AU labels, while in Fig. 2b,
the second layer consists of two parts, i.e., y and y, where y
represents AU labels and y represents encoded expression
label. Therefore, the model in Fig. 2a only captures the high-
order dependencies among AU labels, while the model in
Fig. 2b exploits not only the dependencies among AUs but
also the inherent relations between AUs and expressions.

3.1 AU Recognition Through AU-Relation Modeling

Fig. 2a depicts the structure of our proposed FRBM model
for AU recognition by capturing AU dependencies from
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features and labels. x is the features which are continuous
variables, h'") and h'® are binary hidden layers, and y rep-
resents the states of AUs. In this model, the top hidden layer
h allows to capture the global dependenc1es among multi-
ple AUs, and the middle hidden layer h® is designed to
capture the commonalities and characters among AUs.

The energy function of FRBM is defined in

E(y,x,hV h?;0)

=— Z hVd, — Zyjcj - Z hPb

e DAL .
_ZZhQ)W(Qy} ZZhZ)VV?k 5
i

where {d;}, {¢;},{b;} and {a;} denote the bias of each node
in h(l),y, h®
W@ WO} represents the parameters. §; is the standard
deviation of the Gaussian noise for z;. Generally, learning
the variance of the noise for each unit is difficult. But it is
easier to normalise each component of the data to have zero
mean and unit variance and then to use noise free recon-
structions. So for convenience, we normalize the data to
make §;, equal 1.

To obtain the joint distribution of input data and labels,
we need to margmahze over all the hidden nodes including
h™ and h® according to

and x respectively, and O = {d,c,b,a, w

X 1) h2).6
p(y,x; ©) = ZhnZhwp(@)yxh L @

where Z(0) =
tition function.

During training phase, a Maximum Likelihood Estima-
tion (MLE) method is adopted to learn the parameters
according to Equation (3). The gradient of each parameter is
defined i m Equation (4). Due to the complexity to calculate
p(h h® y x;0) and p(h™, h?]y,x;®), we employ the
Contrastive Divergence (CD) algorlthm [19]

Zytx,h(lﬂh(?) exp(fE(Ya X, h(l)v h(Q))) is the par-

L£(0) =logp(y",x";0) (3)

oL(0) <8E> B <@> W
00 30 / pn® 12 y.x:0) a6 p(h(l),h(g)\y,x;ﬁ)).

During inference, we recognize each facial image with
the most probable states of AUs according to

. 1 X
O = argmar — L(O
gn N; (0)

y* = argmaz p(y|x; 9). )]
y

The probability of each state can be obtained by calculat-
ing the posterior probability, defined in

exp(c’y) IT,(1 + exp(o)) TL:(1 + exp(B,))
>y exp(ely ) [T,(1 + exploy+)) T1;(1 + exp(By:))”
(6)

p(ylx; ®) =

" /4
clelofilcere

0.0@OO X
000000 L©OOOOO)

(@) (b)

Fig. 2. (a) FRBM: The proposed method for AU recognition by capturing
high-order relations among multiple AUs. The second layer y represents
the AU labels; (b) FRBM+: The proposed method for AU recognition
enhanced by expression by capturing the relations among AUs and
expression. The second layer consists of two parts: AU labels y and
encoded expression label y.

where Oyt = di + Z]’ ‘/Vt(jl)yﬁ 51/1 bi + Z y] + Zk Lk l'k
From this equation, it is easy to find that the computation
cost is exponential with the number of labels, so we adopt a
Gibbs Sampling method to infer p(y|x).

3.2 AU Recognition Enhanced by Expressions
As discussed in Section 1, the semantic relations between
AUs and expressions are crucial for AU recognition. Hence
in this section, we revise FRBM to incorporate expression
information to enhance AU recognition, which is shown i m
Fig. 2b 1 e., FRBM+. Similarly, x represents the features, h¥
and h®® are binary hidden layers, and h'? is used to capture
the commonalities and characters among AUs. Unlike
FRBM, the second layer in FRBM+ consists of two parts: AUs
and expression. y represents the AU labels, and y stands for
expression label. To match the form of AUs, the facial expres-
sions are presented in their binary form. Specifically, for K
expressions, n = [log K] latent units are needed to encode all
expressions. Therefore, in this model, h") can not only model
the global dependencies among AUs, but also capture the
global relations among AUs and expressions simultaneously.
The energy function of FRBM+ is defined in Equation (7).
0 ={d,c,b,a, WV W? W} represents the parameters.
{di},{c;}, {cs}, {bi} and {a;} denote the bias of each node in
h(l), Y.V, h® and x respectively. §;, is the standard deviation
of the Gaussian noise for . Similar to FRBM, we normalize
the data to make §; equal 1

E(y,y,x, h(l), h(2); 0)

- Z s = Z Yici — Z gses — Z hb

. z SIS 9 S
—zzh Ty s—;;hi i

(7

Comparing Equation (7) with Equation (1) , we can find
that the proposed AU recognition model FRBM is a special
case of the proposed expression-assisted AU recognition
model FRBM+ in the case of 7 = 0.
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3.3 Model Learning

We employ the MLE method to learn the parameters of the
model according to Equation (8). The gradient of each
parameter 6 € O is defined in Equation (9). A stochastic gra-
dient ascent method is used to update the parameters

= argmax—ZL' yOIx9,0)  (8)

) <8E> <@> ©
3 9 /im0 b yyxe)  \ 00/ pn) nyyx0)

Calculating the gradient involves inferring p(h(l),h(Z), Y,
y|x,®) and p(h<1>,h(2>|y, y,x,0). These two conditional
probabilities are intractable to compute. So we adopt a CD
algorithm to learn the parameters. Specifically, p(hM h®
¥, |, ®) can be estimated by sampling h"), h*y, y accord-
ing to Equations (10), (11), (12), and (13) respectively, where
o(z) =1/(1 + exp(— )) is the sigmoid function. Similarly,
we can estimate p(h”, h®|y, y,x, ®) by sampling h'!) and
h? according to Equatlons (10) and (11) separately.
Detailed learning algorithm is described in Algorithm 1

= log p(y"

p(h{' —1\yy>—odf+2m]y]+zwf3>@g (10)

P =1ly.y.%)

— o(b +Z

(s s—1|h1) h?) =o(c

P( i
yﬂrz yHrZW“:r) b
th t]

o(es + Zh(l

) 4 Z hPW) (12)

+Zh

p(gs = 1|h(1)

(13)

Algorithm 1. Parameters Learning Algorithm of FRBM+
Input: Training data D = {(x®), y@)}Y .
Output: © = {W(l),W<2),W<3), a,b,c,d}.
1: repeat
2: foreachi € [1,N] do
3 % Positive phase
4 Initialize y’, x” with y®
5: Calculate h"° by Equatlon (10)
6.
7
8

Calculate h®° by Equation (11)

: % Negatlve phase

9: Sample h"* from h
10: Sample h®° from h®)
11: Calculate y', y! by Equations (12) and (13)
12: Calculate h"! by Equation (10)
13: Calculate h®" by Equation (11)
14:
15: % Update phase
16: ford € O do

17: Calculate the gradient of 6 by Equation (9)
18: Update 6 by the gradient of 6

19: end for

20:  end for

21: until Converges

3.4 Inference

Given a query sample x, we infer the state of AUs according
to Equation (14). And the posterior probability p(y, y|x, ®) is
defined in Equation (15),

y' =arg mex p(y,ylx. ©) (14)

exp(cY) [1,(1 + exploy:)) [1;(1 + exp(By;))
>y exp(e"Y) [T (1 + exp(ay+1)) [1;(1 + exp(By+;))
(15)

where Y = (y.¥), “n = i+, Wf}>yj + W0, By =

bi+ >, W, 2>y] +>,W 25 + W, ;z:k Since the compu-
tatlonal cost is exponentlal with the number of labels, we
adopt the Gibbs Sampling method to infer p(y, y|x) for large
number of AUs. Algorithm 2 lists two methods for infer-
ence, where C is the number of sampling, and M is the steps

of Gibbs Sampling. We use a validation set to determine the
value of C and M.

p(Y[x;0) =

Algorithm 2. Inference of FRBM+ by Gibbs Sampling

Input: query sample x, ® = {W) W W® a b, ¢ d}.
Output: the predicted states of AUs y* for x

1: method 1: Infer the states of AUs by Equation (14).

2: method 2: Use Gibbs Sampling to infer y*

3: repeat

4:  for chain =1 — C do do

5 randomly initialize y’
6: forr70—>Mdodo
7.
8

Sample K" ~ p(h™ \y, y) with Equation (10)
Sample h®? \y7 ¥, x) with Equation (11)

l\:)

~p(

9: Sample y" ! ~ p(y\h h'?) with Equation (12)
10: Sample 3! ~ p(y/h) h( ) with Equation (13)
11: end for
12:  end for
13: forj=1—ndo
14: collect the last K samples of (y;,y,) from each chain
15: calculate p(y;, y;|x) based on the collected samples
16:  end for

17: until Converges

4 EXPERIMENTS

4.1 Experimental Conditions

In our experiments, three benchmark databases are used:
the extended Cohn-Kanade (CK+) database [20], the Denver
Intensity of Spontaneous Facial Actions (DISFA) [21], and
the the SEMAINE database [22].

The CK+ database contains 593 posed expression image
sequences, starting from neutral frame and ending at the
peak frame. The last frame for each image sequence is FACS
coded. And it also provides seven expression categories,
i.e.,, Angry, Contempt, Disgust, Fear, Happy, Sadness and
Surprise, for 327 samples. Similar to [17], 13 AUs whose fre-
quencies are more than 10 percent are selected, i.e., AUI,
AU2, AU4, AU5, AU6, AU7, AU9, AU12, AU17, AU23,
AU24, AU25, and AU27. Let {x;,y;} and {zy;, yo; } represent
the facial point of peak frame and the corresponding neutral
frame respectively. Similar to [17], the differences of facial
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(a) CK+

(b) DISFA (c) SEMAINE

Fig. 3. (a) Facial points on the CK+ database; (b)(c) Facial points and the
regions used to extract gabor features on the DISFA database and SEM-
AINE database.

points, denoted as [1‘1 —Z0o1, Y1 — Y01y Le — Toey Ye — y()c]/
are used as features. ¢ = 68 is the number of facial points.
Fig. 3a depicts the details of the 68 facial points. Further-
more, before feature extraction, the face images are aligned
according to the coordinates of the eyeball.

The DISFA database contains 27 spontaneous facial
expression videos of 27 subjects while watching YouTube
videos. Each frame is rated in terms of the AU intensity on a
six-point scale. In our work, we treat each AU with intensity
larger than zero as active. Similar to [16], we select seven
highly correlated AUs, i.e.,, AU1, AU2, AU4, AU6, AU12,
AU15 and AU17, to validate our methods. Frames with at
least 3 active AUs are selected in our work, resulting in
5,863 samples. Since the DISFA database does not explicitly
indicate the neutral frame and peak frame of the videos,
both appearance and geometric features are adopted in our
work, which are similar to [13]. For the geometric features,
the absolute coordinates are used. For the appearance fea-
tures, the Gabor features are extracted from the regions of
the forehead, between the eyebrows, between the eyes,
outer corner of eyes, and lower jaw, as shown in Fig. 3b.

The samples in the SEMAINE database are naturally
induced by operators during the conversation. Therefore the
dataset contains speech related mouth and face movements,
and significant amounts of both in- and outof-plane head
rotations. All these make the recognition task much more
challenging. So far a total of 180 frames from 8 sessions of
two subjects on the SEMAINE database are FACS coded
with experts. Similar to [11], we recognize 10 AUs, i.e., AUI,
AU2, AU4, AU5, AU6, AU7, AU12, AU17, AU25, AU26,
which are present for at least 15 times. We extract the same
features as those of the DISFA database, as shown in Fig. 3c.
Table 1 shows the data distributions of three databases.

To validate the effectiveness of our proposed models, we
conduct two experiments: AU recognition through AU-
relation modeling, i.e.,, FRBM, and AU recognition with
expression assisting, i.e., FRBM+. For the first experiment, all
databases are used; for the second experiment, only the CK+
database and the SEMAINE database are adopted, since the
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TABLE 1
Data Distribution on Three Databases

AU 1 2 4 5 6 7 9

CK+ number 165 117 170 100 113 119 60
AU 12 17 23 24 25 27
number 83 133 55 49 218 73
AU 1 2 4 6 12 15 17
DISFA number 2,669 1,737 4,683 2,725 1,789 2,438 3,191
AU 1 2 4 5 6 7 12
number 51 52 34 16 54 41 64
SEMAINE ") 5™ 17 25 26
number 28 107 70

DISFA database does not provide expression labels. On the
CK+ database and the DISFA database, a leave-one-subject-
out cross validation is adopted. Since the FACS coded sam-
ples in the SEMAINE database are from two subjects, we
employ the 10-fold cross validation on this database.

4.2 Experimental Results of AU Recognition
Through AU-Relation Modeling

4.2.1 Analyses of AU Recognition

To validate the effectiveness of our method, we compare our
approach with the related works mentioned in Section 2.
Due to the availability of the codes for BGCS [12] and HRBM
[11], we re-conduct the experiments of BGCS and HRBM
using our data. Eleftheriadis et al. [16] have already com-
pared their method with many related works, such as
[,-MTMKL [23], on the CK+ database and the DISFA data-
base. So we directly compare our results on these two data-
bases with those in [16]. Since the features and samples used
in our work are not exactly the same as [16], the comparisons
with MC-LVM and [,-MTMKL are only for reference. The
results are listed in Tables 2 and 3. Due to the unavailability
of the codes for MC-LVM [16] and [,-MTMKL [23], we can
not compare our results with theirs on the SEMAINE data-
base. Table 4 lists the results on the SEMAINE database.

From the results in Tables 2, 3, and 4, we find that our
method performs best among all the state-of-the-art
approaches on three databases.

On the CK+ database, our method achieves the highest
F1-score. Considering the AUs used in [16], the average F1-
score of our approach is 0.8267, which is 3 and 9 percent
higher than MC-LVM and [,-MTMKL respectively. Com-
pared with BGCS, the average Fl-score of ours is nearly 14
percent higher. Furthermore, our method performs better
on all AUs. And the per-AU F1-score of ours on 13 AUs are
higher than 70 percent except for AU23 and AU24, since
they are hard to detect and the frequencies of occurrence for
these two AUs are fewer than others (shown in Table 1).

TABLE 2
AU Recognition Results Through AU-Relation Modeling on the CK+ Database
AU 1 2 4 5 6 7 9 12 17 23 24 25 27 Avg.
FRBM 0.8978 0.8861 0.8176 0.7980 0.7907 0.7018 0.8870 0.8471 0.8456 0.6792 0.5918 0.9557 0.9007 0.8153
BGCS [12] 0.7411 0.8263 0.6426 0.6533 0.6411 0.6023 0.7869 0.7711 0.6531 0.3188 0.4130 0.8740 0.8718 0.6766
HRBM [11] 0.8896 0.9231 0.8121 0.7729 0.7623 0.7130 0.8667 0.7978 0.8358 0.6604 0.5435 0.8949 0.8553 0.7944
MC-LVM [16] 0.8439 0.8655 0.8160 - 0.6842 0.6167 - 0.8848 0.8740 - - - - 0.7979
[,-MTMKL [16] 0.8750 0.8550 0.5143 - 0.7265 0.5882 - 0.8595 0.7544 - - - - 0.7390
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TABLE 3
AU Recognition Results Through AU-Relation Modeling on the DISFA Database
AU 1 2 4 6 12 15 17 average
FRBM 0.6194 0.7098 0.8062 0.5215 0.5675 0.5921 0.7531 0.6528
BGCS [12] 0.4998 0.4942 0.9075 0.5604 0.5310 0.5667 0.7360 0.6137
HRBM [11] 0.6256 0.4571 0.4884 0.6346 0.6396 0.5874 0.6165 0.5785
MC-LVM [16] 0.5855 0.6299 0.7285 0.5232 0.8474 0.4944 0.4863 0.6136
1,-MTMKL [16] 0.4221 0.4581 0.4718 0.6279 0.7633 0.3447 0.4140 0.5003
TABLE 4
AU Recognition Results Through AU-Relation Modeling on the SEMAINE Database
AU 1 2 4 5 6 7 12 17 25 26 average
FRBM 0.800 0.752 0.667 0.400 0.563 0.506 0.683 0.364 0.826 0.676 0.624
BGCS [12] 0.755 0.685 0.623 0.432 0.513 0.380 0.719 0.414 0.726 0.601 0.585
HRBM [11] 0.720 0.686 0.592 0.519 0.520 0.273 0.662 0.360 0.576 0.346 0.525
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Fig. 4. Semantic relationships in feature level captured by two different hidden nodes of FRBM model trained on the CK+ database. Z-axis: The
weight between x and h®. The red bars represent weight value larger than zero, and the blue bars represent weight value less than zero.

Our method achieves 67 and 59 percent on AU23 and AU24,
while the results of BGCS are only 31 and 41 percent respec-
tively. When compared with HRBM, our method outper-
forms on 11 AUs. And on average, our result is 2.1 percent
higher. As for other two works, our approach performs bet-
ter than [,-MTMKL on all seven AUs and outperforms MC-
LVM on five of seven AUs. These strongly demonstrate the
effectiveness of our method.

On the DISFA database, our method performs better
than other approaches as well. Compared with BGCS and
MC-LVM, our method improves the average Fl-score for
4 percent. As for other two methods, ie, HRBM and
1[,-MTMKL, our method improves the performance for 8 and
15 percent separately. When considering per-AU recognition
performance, our method is better than the state-of-the-art
approaches in most cases. These illustrate that our method
also works well on spontaneous facial expressions.

On the SEMAINE database, since both [11] and [16] do
not provide the results on this database, we re-conduct the
experiment of HRBM [11] using the available code based on
our data. From Table 4, we find that our method of FRBM
also performs better than HRBM and BGCS on the SEM-
AINE database. In detail, our method performs better than
HRBM on 9 AUs and performs better than BGCS on 7 AUs.
And the average F1 Score of FRBM is about 4 and 10 percent
higher than those of BGCS and HRBM respectively. This

further demonstrates the effectiveness of our method in
dealing with spontaneous data.

Other than modeling dependencies among AUs from
labels only [11], [12], intergrading fixed AU label relations
with AU classifier learning [23], or capturing co-occurrence
of AU labels and dependencies among features [16], our
method successfully learns global probabilistic inherent
dependencies (i.e., co-existence and mutual exclusion ) in
both facial features and AU labels jointly. It leads to supe-
rior performance of AU recognition.

4.2.2 Analyses of AU Dependencies

As discussed in Section 3, each latent unit can capture a spe-
cific pattern, which is measured by the weight between the
latent units and features or labels. Specifically, in Fig. 2a,
WU models the global dependencies among labels in label
level, and W®) encodes the feature relations in feature level.
Larger weight indicates high probability of occurrence,
while smaller weight denotes high probability of absence.
Figs. 4a and 4b are two instances of feature dependencies
captured by two latent units on the CK+ database. The red
bars in these figures represent weight value larger than
zero, and the blue bars denote weight value less than zero.
And larger weight represents a high probability of presence,
and smaller weight represents a high probability of absence.
Fig. 4a illustrates that there exists a pattern that facial action
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Fig. 5. Semantic relationships in label level captured by two different latent units of FRBM on the DISFA database. X-axis: AU index. Y-axis: The
weight between h™) and y. Larger W indicates high probability of occurrence, while smaller W denotes high probability of absence.

appears more likely around eyes, brows and nose, but not
mouth, since most weights on the feature points around
eyes, brows and nose are positive, and weights on the fea-
ture points of mouth are negative. Fig. 4b shows a
completely opposite pattern, which illustrates a pattern that
some facial actions are more likely to occur around mouth
and jaw due to the positive weights around these regions,
but unlikely to occur around eyes, brows and nose.

Figs. 5a and 5b graphically illustrate the global depen-
dencies captured in label level. The relationship depicted in
Fig. 5a denotes that someone is likely to narrow his eyes,
pull mouth corners and lower brows a little bit, while not
raise brows or chin and depress mouth corner. These facial
actions may induce a happy expression. Fig. 5b describes a
pattern that someone may lower brows, narrow eyes,
depress mouth corners and raise chin. These facial actions
may present in disgust or angry expression.

4.2.3 Evaluation of Learned Representation

To validate the effectiveness of our model in learning feature
representation, we employ t-SNE to depict the embeddings
of images represented by the raw image features and the
learned representations by the bottom hidden layer of our
model, and visualize the effect of individual differences by
coloring in terms of subjects [24]. Since the average sample
for each subject on the CK+ database is fewer than three, and
there are only two subjects in the SEMAINE database, we
only perform the analysis of the learned representation on
the DISFA database. From Fig. 6a, we find that there exist
strong distributional biases in the raw feature space since the
images from the same subject tend to be closer in the feature

(@ (b)

Fig. 6. (a): A t-SNE embedding of raw image feature on the DISFA data-
base; (b): A t-SNE embedding of learned representation in terms of sub-
jects on the DISFA database. Each text represents one subject ID and is
placed at the center of its own images. The clustering effect reveals that
raw face features retain individual differences; the learned representa-
tion reduces such influence.

space. However, as shown in Fig. 6b, images from the same
subject tend to distribute uniformly. It demonstrates that the
learned shared features diminish individual differences.

As discussed in Section 4.1, the features used in the
DISFA database contain two parts: geometric feature and
Gabor feature. To further analyse the effect of the learned
representation on both parts, we further analyse the indi-
vidual sensibility of raw features and the learned represen-
tations for geometric feature and Gabor feature. Similarly,
we employ t-SNE to depict the embeddings of images repre-
sented by the geometric feature and Gabor feature, and the
corresponding learned representations by the bottom hid-
den layer of our model. Fig. 7 lists the results. From Figs. 7a
and 7b, we find that there exist individual differences
among both Gabor feature and geometric feature respec-
tively. Through the proposed model, the individual differ-
ence diminishes, as shown in Figs. 7c and 7d. Thus the
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Fig. 7. The t-SNE embedding for different features in terms of subject on
the DISFA database. (a): Raw gabor feature; (b): Raw geometric feature;
(c): Learned representation for gabor feature; (d): Learned representa-
tion for geometric feature. Each text represents one subject ID and is
placed at the center of its own images. The clustering effect reveals that
raw geometric feature and gabor feature retain individual differences;
the learned representation reduces such influence.
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TABLE 5 TABLE 6
AU Recognition Results Enhanced by Facial AU Recognition Results Enhanced by Facial
Expressions on the CK+ Database Expressions on the SEMAINE Database

AU SVM  BN+[17] HRBM+[11] FRBM FRBM+ AU SVM  BN+[17] HRBM+[11] FRBM  FRBM+
1 0.938 0.945 0.925 0923  0.924 1 0.635 0.812 0.736 0.800 0.752

2 0.900 0.935 0.920 0924  0.924 2 0.687 0.760 0.717 0.752 0.713

4 0.779 0.785 0.784 0.779  0.794 4 0.460 0.623 0.559 0.667 0.654

5 0.718 0.798 0.850 0.830  0.840 5 0.364 0.400 0.400 0.400 0.606

6 0.756 0.776 0.798 0.822  0.798 6 0.444 0.400 0.510 0.563 0.635

7 0.531 0.601 0.619 0.595  0.591 7 0.353 0.039 0.373 0.506 0.468

9 0.875 0.911 0.900 0915  0.944 12 0.637 0.620 0.600 0.683 0.677
12 0.698 0.847 0.900 0.873  0.872 17 0.125 0.182 0.462 0.364 0.292
17 0.811 0.837 0.850 0.854  0.828 25 0.730 0.853 0.723 0.826 0.841
23 0.600 0.689 0.610 0.642  0.700 26 0.592 0.607 0.237 0.676 0.684
24 0.268 0.447 0.600 0.582  0.625 Avg.  0.503 0.530 0.532 0.624 0.632
25 0.879 0.952 0.950 0.961 0.953

27 0.852 0.977 0.895 0.901 0.908

average 0.739 0.799 0.815 0815  0.823 proposed a 3-way RBM by incorporating expression to facili-

learned representation has similar effect on geometric fea-
ture and Gabor feature.

4.3 Experimental Results of AU Recognition
Enhanced by Facial Expression

4.3.1  Analyses of AU Recognition

Experimental results of AU recognition enhanced by facial
expression on the CK+ database and the SEMAINE data-
base are listed in Tables 5 and 6 separately. Specifically, the
result of FRBM in Table 5 is obtained using the same condi-
tion with FRBM+.

On the CK+ database, we find that considering both AU
relations and AU-expression relations performs better than
the method only considering AU relations, since the average
F1-score of FRBM+ is higher than FRBM on seven out of thir-
teen AUs. It suggests that the semantic relationships among
AUs and expressions can facilitate AU recognition. Com-
pared with SVM, which ignores the relations among AUs
and AU-expression, our method performs better on almost
all AUs. In particular, for AU24, capturing global AU depen-
dencies among AUs improves the Fl-score from 27 to 58 per-
cent, and capturing both AU relations and AU-expression
relations improves the result from 27 to 63 percent. It strongly
demonstrates the effectiveness to capture the semantic rela-
tions among AUs and AU-expression. Similarly, on the SEM-
AINE database, the average F1-score of FRBM+ is better than
FRBM and SVM, demonstarting the effectiveness of our
method in dealing with spontaneous facial expressions.

We compare our work with state-of-the-art approaches
which recognize AUs assisted by expressions. Wang et al. [11]

tate the estimation of AU dependencies, denoted as HRBM+.
Since the features and AUs used in [11] on both databases are
different from ours, we re-conduct the experiments using the
provided code of HRBM+. Wang et al. [17] proposed to con-
struct a BN to capture the relationships between facial expres-
sion and AUs, denoted as BN+. They reported the results on
the CK+ database, and the features and AUs used in [17] on
this database are the same as ours, thus we directly compare
with the reported results. For the SEMAINE database, we
rerun their code using our data. From Table 5, we observe
that our method performs best among three expression-aug-
mented approaches on the CK+ database. The average F1-
score of our method is 2.4 percent higher than BN+, and is 0.8
percent higher than HRBM+. Similarly, in Table 6, our
method (FRBM+) performs much better than BN+ and
HRBM+ on the SEMAINE database. In detail, the average F1-
score of FRBM+ is about 10 percent higher than those of
HRBM+ as well as BN+. This strongly demonstrates the effec-
tiveness of our method in capturing the relations among AUs
and expressions in both label space and feature space.

Due to Markov assumption, the relationships captured
by BN are local. Whereas, our method captures global rela-
tions among AUs and expressions through a hidden layer.
HRBM+ proposed in [11] models the global dependencies
among AUs for each expression independently, while our
model captures joint relations among them, which is more
comprehensive.

4.3.2 Analyses of AU Dependencies Enhanced by
Expressions

We take the CK+ database as an example to further analyze
the benefit for AU recognition by leveraging expression-

TABLE 7
Examples of AU Recognition Results on the CK+ Database

&=

disgust

expression disgust sadness fear
ground-truth AU AU4, AU7, AU9, AU25 AU4, AU6, AU7, AU9, AU25 AUI, AU4, AU17 AU1, AU4, AU25
FRBM AU4, AU7, AU9, AU17 AU6, AU12, AU25 AU4, AU7, AUL7, AU23, AU24 | AUI, AU2, AU4, AUS5, AU25
FRBM+ AU4, AU6, AU7, AU9, AU25 AU6, AU9, AU25 AUI, AU4, AU17 AUI, AU4, AU5, AU25
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TABLE 8
The Correlation Coefficient Between Each Pair of AUs in the CK+ Database
AU1 AU2 AU4 AU5 AU6 AU7 AU9 AU12 AU17 AU23 AU24 AU25 AU27
AU1 1.00 0.81 -0.10 066 -048 -039 -039 -039 -022 -022 -0.30 0.37 0.64
AU2 0.81 1.00 —-0.34 074 -042 -037 -032 -031 -035 —-020 —-0.24 0.47 0.79
AU4 -0.10 —0.34 1.00 -022 -0.19 0.48 025 —-0.39 0.65 0.35 028 —-053 -0.39
AU5 0.66 074 —022 1.00 -036 -029 -028 —-029 -033 -010 —-0.24 0.47 0.65
AU6 —-048 —-042 -0.19 -0.36 1.00 0.16 0.00 069 -019 -0.11 -0.19 024 —-0.34
AU7 -039 —-0.37 048 —0.29 0.16 1.00 037 -022 0.41 0.33 033 -037 -0.30
AU9 -039 —-0.32 025 —0.28 0.00 0.37 1.00 —0.24 035 —0.07 002 -039 -0.25
AU12 -039 -031 -039 -0.29 069 —-022 —-0.24 1.00 -039 -022 -0.18 040 —0.25
AU17 -022 —0.35 065 —-033 -0.19 0.41 035 —-0.39 1.00 0.38 032 -074 —0.39
AU23 —-022 —-0.20 035 —-0.10 -0.11 033 —-0.07 -0.22 0.38 1.00 052 -042 -0.18
AU24 —-030 —0.24 028 —-024 —-0.19 0.33 0.02 -0.18 0.32 0.52 1.00 -043 -0.21
AU25 0.37 047 —0.53 0.47 024 -037 -0.39 040 —-074 —-042 043 1.00 0.48
AU27 0.64 079 -0.39 065 -034 -030 -025 -025 -039 -0.18 —0.21 0.48 1.00
TABLE 9
The Number of Samples That Each AU Appears in Each Expression
AUl AU2 AU4 AU5 AU6 AU7 AU9 AU12 AU17 AU23 AU24 AU25  AU27

anger(45) 0 0 40 6 8 32 3 1 39 36 33 0 0
contempt(18) 1 1 1 0 0 0 0 5 5 1 2 0 0
disgust(59) 0 0 36 0 18 33 58 2 41 2 7 9 0
fear(25) 22 10 21 16 3 6 0 2 3 0 0 23 0
happy(69) 0 0 0 0 66 7 0 67 0 0 0 67 0
sadness(28) 26 7 23 0 0 1 0 0 27 3 1 0 0
surprise(83) 81 81 1 70 0 0 0 3 0 1 0 82 72

The digit in bracket represents the total number of samples of each expression.

dependent AU relations. Table 8 lists the correlation coeffi-
cients between each pair of AUs on the CK+ database. Posi-
tive value represents a positive correlation, and negative
value represents a negative correlation. It depicts the global
co-occurrence and mutual-exclusive relations among multi-
ple AUs. Table 9 lists the occurrence frequency of AUs for
each expression. It depicts the relations among AUs and
expressions. To further demonstrate the effectiveness of
exploiting the expression-related relations among AUs, we
list several examples in Table 7, which are obtained from
the CK+ database. For example, for a sample labeled with
AU4, AU7, AU9 and AU25, both FRBM and FRBM+ cor-
rectly predict AU4, AU7 and AU9. These three AUs are
highly positively correlated with each other, since the corre-
lation coefficients among these AUs in Table 8 are higher
than zero. And our proposed two methods are able to cap-
ture these co-occurrence relations. Moreover, FRBM+,
which uses expression to assist AU recognition, further
infers the occurrence of AU25, which is negatively corre-
lated with AU4, AU7 and AU9, as shown in Table 8. How-
ever, from Table 9, we find that for disgust expression there
are some cases that AU25 appears along with AU4, AU7,
AU9. It demonstrates the expression-related relation among
AUs is more stronger. Similarly, for a disgust face appears
with one more AUs (AU6), FRBM+ can recognize AU9
which is negatively correlated with AU6 and AU25, while
FRBM predicts AU6, AU12 and AU25, which are more
likely to occur together. For another instance, for a sample
with the presence of AU1, AU4 and AU17, the results of
FRBM are AU4, AU7, AU17, AU23 and AU24, but without
AUL, in that there exists a positive correlation among each

pair of the former five AUs, while a negative correlation
between AU1 and AU4/AU17. In contrast, the results of
FRBM+ enhanced by expression are on target, since in most
cases AU1 and AU4 appear together on a sad face, as shown
in Table 9. From Table 8, it can be observed that AU1 and
AU2 are more likely to occur together. So when recognizing
an image with the presence of AUI, like the last column
in Table 7, FRBM is much likely to target with both AU1
and AU2. Nevertheless, an expression assisted method of
FRBM+ performs well. These confirm that the co-occurrence
and mutual exclusive relations among AUs are related to
expressions. As discussed in Section 3, the top hidden layer
in Figs. 2a and 2b captures a different pattern. In Fig. 2a, the
hidden layer captures a high-order dependencies among
AUs. While in Fig. 2b, it can also model the global relations
between AUs and expressions, which is much stronger.

4.3.3 Analyses of Expression Recognition

Technically our proposed model FRBM+ can perform AU
recognition and expression classification simultaneously.
To analyse the effect of our model in jointly modeling, we
further conduct expression recognition experiment. The
results are listed in Table 10. From this table, we find that

TABLE 10
The Results of Expression Recognition Accuracy

Database FRBM+ related work
CK+ 0.880 0.863 [25]
SEMAINE 0.580 -
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the expression classification accuracy on the CK+ data-
base is 0.88, which is comparable with that of the state-of-
the-art approach [25]. It demonstrates the superiority of
our approach. The result on the SEMAINE database is
0.58. To the best of our knowledge, there is no work
reported the expression recognition results on the SEM-
AINE database.

5 CONCLUSION AND FUTURE WORK

In this paper, a multiple AU recognition approach is pro-
posed by learning relations from both feature level and label
level. We employ a hierarchical RBM model, which includes
two hidden layers. The top hidden layer is imposed on AUs
to model global semantic relationships among multiple
AUs. The lowest hidden layer embedded between AUs and
features aims at capturing the commonalities and character-
istics among different AUs. The hierarchy RBM model is
then augmented with the facial expression labels during
training to further improve AU recognition performance.
Efficient learning and inference algorithms are introduced
for both models. The experimental results on several bench-
mark databases demonstrate that both FRBM and FRBM+
can successfully learn joint feature and label relations for
improving multiple AU recognition.

The proposed FRBM+ requires both expression and AU
labels during training. To make FRBM+ applicable with
only AU labels or expression labels during training, the
prior knowledge on statistical correlations between AUs
and expressions can be used to infer expression labels from
AU labels or generate AU labels from expression labels.
This is our future work.

ACKNOWLEDGMENTS

This work has been supported by the National Science
Foundation of China (grant nos. 61473270, 61175037 and
61228304) and the project from Anhui Science and Technol-
ogy Agency (15080855MF223).

REFERENCES

[1] P. Ekman, “Facial expression and emotion,” Amer. Psychologist,
vol. 48, no. 4, 1993, Art. no. 384.

[2] M. Pantic and L. J. M. Rothkrantz, “Automatic analysis of facial
expressions: The state of the art,” IEEE Trans. Pattern Anal. Mach.
Intell., vol. 22, no. 12, pp. 1424-1445, Dec. 2000.

[3] Z. Zeng, M. Pantic, G. Roisman, and T. S. Huang, “A survey of
affect recognition methods: Audio, visual, and spontaneous
expressions,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 31, no. 1,
pp- 39-58, Jan. 2009.

[4] S. Wang, et al., “A natural visible and infrared facial expression
database for expression recognition and emotion inference,” IEEE
Trans. Multimedia, vol. 12, no. 7, pp. 682691, Nov. 2010.

[5] Q. Zhen, D. Huang, Y. Wang, and L. Chen, “Muscular movement
model-based automatic 3D/4D facial expression recognition,”
IEEE Trans. Multimedia, vol. 18, no. 7, pp. 1438-1450, Jul. 2016.

[6] J.Yan, W. Zheng, Q. Xu, G. Lu, H. Li, and B. Wang, “Sparse kernel
reduced-rank regression for bimodal emotion recognition from
facial expression and speech,” IEEE Trans. Multimedia, vol. 18,
no. 7, pp. 1319-1329, Jul. 2016.

[7] E. Friesen and P. Ekman, Facial Action Coding System: A Technique
for the Measurement of Facial Movement. Palo Alto, CA, USA: Psy-
chologists Press, 1978.

[8] T.Zhang, W. Zheng, Z. Cui, Y. Zong, J. Yan, and K. Yan, “A deep
neural network driven feature learning method for multi-view
facial expression recognition,” IEEE Trans. Multimedia, vol. 18,
no. 12, pp. 2528-2536, Dec. 2016.

[9] G. Zen, L. Porzi, E. Sangineto, E. Ricci, and N. Sebe, “Learning
personalized models for facial expression analysis and gesture
recognition,” IEEE Trans. Multimedia, vol. 18, no. 4, pp. 775-788,
Apr. 2016.

Y. Tong, W. Liao, and Q. Ji, “Facial action unit recognition by
exploiting their dynamic and semantic relationships,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 29, no. 10, pp. 1683-1699, Oct. 2007.
Z. Wang, Y. Li, S. Wang, and Q. Ji, “Capturing global semantic
relationships for facial action unit recognition,” in Proc. IEEE Int.
Conf. Comput. Vis., 2013, pp. 3304-3311.

Y. Song, D. McDulff, D. Vasisht, and A. Kapoor, “Exploiting spar-
sity and co-occurrence structure for action unit recognition,” in
Proc. 11th IEEE Int. Conf. Workshops Automatic Face Gesture Recog-
nit., 2015, pp. 1-8.

Y. Zhu, S. Wang, L. Yue, and Q. Ji, “Multiple-facial action unit rec-
ognition by shared feature learning and semantic relation mod-
eling,” in Proc. 22nd Int. Conf. Pattern Recognit., Aug. 2014,
pp- 1663-1668.

X. Zhang and M. H. Mahoor, “Simultaneous detection of multiple
facial action units via hierarchical task structure learning,” in
Proc. 22nd Int. Conf. Pattern Recognit., Aug. 2014, pp. 1863-1868.

K. Zhao, W.-S. Chu, F. De la Torre Frade, J. Cohn, and H. Zhang,
“Joint patch and multi-label learning for facial action unit
detection,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
Jun. 2015, pp. 2207-2216.

S. Eleftheriadis, O. Rudovic, and M. Pantic, “Multi-conditional
latent variable model for joint facial action unit detection,” in Proc.
IEEE Int. Conf. Comput. Vis., 2015, pp. 3792-3800.

J. Wang, S. Wang, and Q. Ji, “Facial action unit classification with
hidden knowledge under incomplete annotation,” in Proc. 5th
ACM Int. Conf. Multimedia Retrieval, 2015, pp. 75-82.

A. Ruiz, J. Van de Weijer, and X. Binefa, “From emotions to action
units with hidden and semi-hidden-task learning,” in Proc. IEEE
Int. Conf. Comput. Vis., 2015, pp. 3703-3711.

G. E. Hinton, “Training products of experts by minimizing contras-
tive divergence,” Neural Comput., vol. 14, no. 8, pp. 1771-1800, 2002.
P. Lucey, J. F. Cohn, T. Kanade, J. Saragih, Z. Ambadar, and 1.
Matthews, “The extended Cohn-Kanade dataset (CK+): A com-
plete dataset for action unit and emotion-specified expression,” in
Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit. Work-
shops, 2010, pp. 94-101.

S. M. Mavadati, M. H. Mahoor, K. Bartlett, P. Trinh, and J. F. Cohn,
“DISFA: A spontaneous facial action intensity database,” IEEE
Trans. Affect. Comput., vol. 4, no. 2, pp. 151-160, Apr.-Jun. 2013.

G. McKeown, M. Valstar, R. Cowie, M. Pantic, and M. Schroder,
“The SEMAINE database: Annotated multimodal records of
emotionally colored conversations between a person and a limited
agent,” IEEE Trans. Affect. Comput., vol. 3, no. 1, pp. 5-17,
Jan.-Mar. 2012.

X. Zhang, M. H. Mahoor, S. M. Mavadati, and J. F. Cohn, “A 1
p-norm MTMKL framework for simultaneous detection of multi-
ple facial action units,” in Proc. IEEE Winter Conf. Appl. Comput.
Vis., 2014, pp. 1104-1111.

W.-S. Chu, F. De la Torre, and J. F. Cohn, “Learning spatial and
temporal cues for multi-label facial action unit detection,” in Auto-
mat. Face Gesture Conf., vol. 4,2017.

Z.Wang, S. Wang, and Q. Ji, “Capturing complex spatio-temporal
relations among facial muscles for facial expression recognition,” in
Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2013, pp. 3422-3429.

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

Shangfei Wang received the BS degree in elec-
tronic engineering from Anhui University, Hefei,
Anhui, China, in 1996, the MS degree in circuits
and systems, and the PhD degree in signal and
information processing from the University of Sci-
ence and Technology of China (USTC), Hefei,
Anhui, China, in 1999 and 2002, respectively.
From 2004 to 2005, she was a postdoctoral
research fellow with Kyushu University, Japan.
Between 2011 and 2012, she was a visiting
scholar at Rensselaer Polytechnic Institute in
Troy, New York. She is currently an associate professor of School of
Computer Science and Technology, USTC. Her research interests cover
affective computing, and probabilistic graphical models. She has auth-
ored or co-authored more than 90 publications. She is a senior member
of the IEEE and a member of the ACM.

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on September 17,2020 at 02:04:42 UTC from IEEE Xplore. Restrictions apply.



WANG ETAL.: CAPTURING FEATURE AND LABEL RELATIONS SIMULTANEOUSLY FOR MULTIPLE FACIAL ACTION UNIT... 359

Shan Wu received the BS degree in computer sci-
ence from the Anhui University of Technology, in
2014, and she is currently working toward the MS
degree in computer science at the University of
Science and Technology of China, Hefei, China.
Her research interest is affective computing.

Guozhu Peng received the BS degree in
mathematics from the South China University of
Technology, in 2016, and he is currently working
toward the MS degree in computer science at the
University of Science and Technology of China,
Hefei, China. His research interest is affective
computing.

Qiang Ji received the PhD degree in electrical
engineering from the University of Washington.
He is currently a professor in the Department of
Electrical, Computer, and Systems Engineering,
Rensselaer Polytechnic Institute (RPI). He
recently served as a program director at the US
National Science Foundation (NSF), where he
managed NSF’s computer vision and machine
learning programs. He also held teaching and
research positions with the Beckman Institute,
University of lllinois at Urbana-Champaign, the
Robotics Institute at Carnegie Mellon University, the Department of
Computer Science, University of Nevada at Reno, and the US Air Force
Research Laboratory. He currently serves as the director of the Intelli-
gent Systems Laboratory (ISL), RPI. His research interests include com-
puter vision, probabilistic graphical models, information fusion, and their
applications in various fields. He has published more than 160 papers in
peer-reviewed journals and conferences. His research has been sup-
ported by major governmental agencies including US National Science
Foundation, NIH, DARPA, ONR, ARO, and AFOSR as well as by major
companies including Honda and Boeing. He is an editor on several
related IEEE and international journals and he has served as a general
chair, program chair, technical area chair, and program committee mem-
ber in numerous international conferences/workshops. He is a fellow of
the IAPR and the IEEE.

> For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on September 17,2020 at 02:04:42 UTC from IEEE Xplore. Restrictions apply.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


