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Abstract—Current facial action unit (AU) recognition typically
includes supervised training, where the fully AU annotated train-
ing images are required. Due to the nuances of facial appearance
and individual differences, AU annotation is a time-consuming,
expensive, and error-prone process. Facial expression is rela-
tively simple to label, since facial expressions describe facial
behavior globally and the number of expressions appearing on
a face is much less than that of AUs. Furthermore, there exist
strong dependencies between AUs and expressions, referred to
as domain knowledge. Such domain knowledge is inherent in
facial anatomy and facial behavior. Therefore, in this paper, we
propose a novel weakly supervised AU recognition method to
jointly learn multiple AU classifiers with expression annotations
but without any AU annotations by leveraging domain knowl-
edge. Specifically, we first summarize the expression-dependent
AU ranking from the domain knowledge of conditional proba-
bilities of AUs given expressions. Then, we formulate the weakly
supervised AU recognition as a multilabel ranking problem and
propose an efficient learning algorithm to solve it. Furthermore,
we extend the proposed weakly supervised AU recognition
method to a semi-supervised learning scenario when partial AU
labeled samples are available. Experimental results on three
benchmark databases demonstrate that the proposed method
can successfully exploit domain knowledge for multiple AU
recognition and, thus, outperforms both state-of-the-art weakly
supervised AU recognition method and the semi-supervised AU
recognition method.

Index Terms—Domain knowledge, facial action unit (AU)
recognition, weakly supervised learning.

I. INTRODUCTION

AUTOMATICALLY facial action unit (AU) recognition
has attracted increasing attention and achieved great pro-

gresses in recent years due to its wide application prospects in
many fields, such as human–computer interactions. The main
stream of current facial AU recognition includes supervised

Manuscript received September 2, 2017; revised May 28, 2018 and July
17, 2018; accepted August 29, 2018. Date of publication September 26, 2018;
date of current version October 15, 2018. This work was supported in part
by the National Science Foundation of China under Grant 61473270, Grant
917418129, and Grant 61727809, and in part by the Project from Anhui
Science and Technology Agency under Grant 1804a09020038. This paper was
recommended by Associate Editor B. W. Schuller. (Corresponding author:
Shangfei Wang.)

S. Wang, G. Peng, and S. Chen are with the Key Laboratory of Computing
and Communication Software of Anhui Province, School of Computer
Science and Technology, University of Science and Technology of China,
Hefei 230027, China (e-mail: sfwang@ustc.edu.cn; gzpeng@mail.ustc.edu.cn;
sy1001@mail.ustc.edu.cn).

Q. Ji is with the Department of Electrical, Computer, and Systems
Engineering, Rensselaer Polytechnic Institute, Troy, NY 12180 USA
(e-mail: qji@ecse.rpi.edu).

Digital Object Identifier 10.1109/TCYB.2018.2868194

learning and, thus, requires fully AU annotated images for
training. Facial AUs are very hard to recognize, since facial
AUs describe the local and subtle changes on a face, and
multiple facial AUs may appear on a face simultaneously.
Therefore, the ground truth AUs must be labeled by qualified
facial action coding system (FACS) experts.

Even with fully AU annotated training images, automatic
facial AU recognition is still very challenge due to the richness,
ambiguity, and the dynamic nature of facial actions. Recently,
several works focus on AU dependencies to improve the AU
classifier’s performance through either generative approaches
or discriminative approaches. For generative approaches, the
structure and parameters of probabilistic graphic models, such
as Bayesian Network (BN) [1], [2] and hierarchical restricted
Boltzman machine (HRBM) [3], are used to exploit AU depen-
dencies from AU labels. For discriminative approaches, the
dependencies among AUs are embodied by introducing the
constraints in the objective function of AU classifiers. For
example, Zhu et al. [4] as well as Zhang and Mahoor [5]
exploited related AU recognition tasks as multitask learning.
Zhao et al. [6] selected a sparse subset of facial patches based
on the group sparsity and local AU relations. Chu et al. [7]
weighted training samples according to their similarity to
unlabeled test data (STM). Eleftheriadis et al. [8] utilized
AU relations as the regularization of latent space learn-
ing (MC-LVM). All of these works successfully exploit the
AU dependencies to improve the performance of AU classi-
fiers. However, all of them require complete AU annotations
to learn AU classifiers.

Only very recently, a few works start focusing on AU recog-
nition under partial AU annotations. Wang et al. [9] proposed
using expression labels to complement the missing AU labels
through a BN. Wu et al. [10] and Li et al. [11] adopted
label consistency and smoothness as constraints to facili-
tate AU classifier learning from partial AU labels (MLML).
Song et al. [12] proposed a Bayesian graphical model that
encodes sparsity and co-occurrence structure of facial AUs
via compressed sensing and group-wise sparsity inducing pri-
ors (BGCS). Their proposed methods can handle partially
observed labels by marginalizing over the unobserved values
as a part of the inference procedure. All of these works still
require AU annotations to train AU classifiers, although AU
annotations can partially be missed.

In general, AU annotation is more expensive and harder
than expression annotation, since expression categories depict
facial behaviors globally, while facial AUs describe the local
variations on a face. Furthermore, the number of AUs for an
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Fig. 1. Probabilities of the occurrence of AUs under six basic expressions on the CK+ database.

image is usually larger than that of expressions. Therefore,
the effort for training human experts to score the AUs
manually is expensive and time-consuming, while expressions
are much easier to annotate, without the requirement of human
experts. Large-scale expression-labeled Web images and
scarce AU-labeled Web images provide further evidence that
AU annotation is more expensive and harder than expression
annotation.

Fortunately, expression categories and facial AUs are closely
related, and most people express emotions using the same
facial muscles. For instance, Du et al. [13] found out that in
expressions of sadness, fear, and anger, people always lower
their eyebrows. FACS lists emotion-related facial actions [14].
Such expression-dependent AU relations are inherent in facial
anatomy and facial behavior. We refer to these relations as
domain knowledge. The ground-truth AU labels of benchmark
databases further confirm the strong dependencies between
AUs and expressions. For example, Fig. 1 shows the prob-
abilities of the occurrence of AUs under six basic expres-
sions, which exist on the Extended Cohn–Kanade (CK+)
database [15]. These probabilities are consistent with domain
knowledge that is observed in behavior research. For exam-
ple, on the CK+ database, more than 70% fear faces consist of
AU1, AU4, and AU25, and less than 20% fear faces include
AU6, AU9, AU12, AU17, AU23, AU24, and AU27. This is
consistent with Du et al.’s work [13], as shown in Table I.
Such inherent expression-AU dependencies can facilitate the
training process of AU classifiers from facial images with
expression annotations but without AU annotations.

Therefore, the goal of this paper is to learn AU classifiers
from the domain knowledge of expression-AU dependencies
using images with no AU annotation but with complete expres-
sion labels. To the best of our knowledge, only one work
learns AU classifiers without AU annotations. Ruiz et al. [16]
proposed hidden-task learning (HTL) to learn AU classifiers
(i.e., hidden-tasks) from facial images without any annotations
and extra large-scale facial images labeled with universal facial

expressions (i.e., visible-tasks) through exploiting prior knowl-
edge about the relation between expressions and AUs. Their
proposed method learned both AU classifiers from images
and expression classifiers from AUs. The exact AU proba-
bilities for each expression are employed to learn expression
classifiers first, then AU classifiers can be learned through
embedding the output of AU classifiers as the input of expres-
sion classifiers. In addition, they extended HTL to semi-hidden
task learning (SHTL) when partial AU annotated samples are
provided. Unlike Ruiz et al.’s work, which requires both facial
images without any annotations and extra large-scale facial
images with basic expression annotations, we learn AU clas-
sifiers from facial images with expression labels directly, and
do not collect further large-scale expression-annotated facial
images. Furthermore, Ruiz et al.’s work learns both AU clas-
sifiers from images and expression classifiers from AUs, and
the error caused by expression classifiers may propagate to
the AU classifiers. Therefore, we tend to learn AU classifiers
directly. Ruiz et al.’s work requires exact probabilities for sin-
gle AUs given the expression. However, in the general case,
the prior probabilities might be represented by inequalities
rather than exact probabilities and some single AU probabil-
ities are not even available. Thus, the expression-dependent
AU ranking would be a better representation of domain knowl-
edge than exact expression-dependent AU probabilities. In this
paper, we first summarize expression-dependent AU probabil-
ities from facial anatomy and behavior research as the domain
knowledge. Then, we exploit the expression-dependent rank-
ing order among AUs according to the summarized domain
knowledge. After that, we formulate the weakly supervised
AU recognition as a multilabel ranking problem and train AU
classifiers through minimizing the rank loss. We also extend
the weakly supervised AU recognition method to the semi-
supervised AU recognition method when partial AU labeled
data are available. We conduct within database experiments
and cross-database experiments and make a comparison to
state-of-the-art methods on three benchmark databases, that
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TABLE I
PROBABILITIES ON AUS GIVEN EACH OF THE SIX BASIC EXPRESSIONS [13]

are, the CK+ database, the MMI database, and the UNBC-
McMaster Shoulder Pain Expression Archive (McMaster)
database. Experimental results demonstrate the superiority
of the proposed method in automatically recognizing local
facial AUs which are present in both basic and nonbasic
expressions.

II. PROBLEM STATEMENT

Traditional supervised learning needs fully annotated target
label samples during training. However, in many applications,
the target labels are difficult to obtain, and the auxiliary labels
may be easy to collect. Therefore, our goal is to learn a weakly
supervised classifier by considering the relationship between
the target labels and the auxiliary labels.

Let S = {(xn, zn), n = 1, . . . , N} denote training samples
where xn ∈ RD represents the D-dimensional feature vector,
zn ∈ {1, 2, . . . , K} represents the auxiliary label which is easy
to obtain, K is the number of label classes, and N is the number
of training samples. Yn = {y1

n, y2
n, . . . , yQ

n } ∈ {0, 1}Q indicates
the target labels which are unknown and Q is the number of
labels. � represents the relationship between the target labels
and the auxiliary labels. The objective of the proposed method
is to learn a classifier f (x) according to

min
1

N

N∑

n=1

Lunlab(f (xn), zn,�) (1)

where Lunlab(f (xn), zn,�) indicates the loss function that maps
features to target labels through the known auxiliary labels and
relationship between the target labels and the auxiliary labels.

We extend the weakly supervised method to the semi-
supervised method when partial data are annotated by target
labels. Similar to weakly labeled training samples S, we denote
T = {(xm, Ym), m = 1, . . . , M} as fully labeled training sam-
ples where xm ∈ RD is the D-dimensional feature vector,
Ym = {y1

m, y2
m, . . . , yQ

m} ∈ {0, 1}Q indicates the target labels,
Q is the number of labels, and M is the number of train-
ing samples. Given the training data S and T , the objective
of the semi-supervised method is to learn a classifier f (x)
according to

min (1− α)
1

N

N∑

n=1

Lunlab(f (xn), zn,�)

+ α
1

M

M∑

m=1

Llab(f (xm), Ym) (2)

where Lunlab(f (xn), zn,�) indicates the loss function over the
weakly labeled training samples, Llab(f (xm), Ym) indicates the
loss function that maps the features to target labels, and α is
the coefficient. α ∈ [0, 1] controls the tradeoff between the
minimization of the weakly labeled and fully labeled losses.
Specifically, when α = 0 the optimization problem is the same
as the weakly supervised learning problem as mentioned in
(1). When α = 1, the optimization problem actually becomes
a traditional supervised learning problem. In fact, any loss
function can be used in (2).

In this paper, we evaluate the proposed method on multiple
AU recognition problem. The expression labels are auxiliary
labels and the multiple AU labels are target labels.

III. METHODOLOGY

In this section, we first summarize the relationship between
AUs and expressions, i.e., domain knowledge, from behav-
ior research, and then infer the expression-dependent AU
ranking. After that, we describe the proposed weakly super-
vised AU recognition method, and further extend it to the
semi-supervised AU recognition method.

A. Domain Knowledge

In this section, we summarize the domain knowledge for
both basic expressions and nonbasic expressions. For basic
expressions, the relations between AUs and six basic expres-
sions, i.e., happiness, sadness, anger, surprise, disgust, and fear
are reviewed. For nonbasic expressions, the relations between
AUs and pain expressions are presented.

For the relations between AUs and six basic expressions,
Du et al. [13] described the prototypical AUs observed in each
compound expression and basic expression. The probabilities
on AUs given each of the six basic expressions, i.e., anger,
disgust, fear, happiness, sadness, and surprise, are shown in
Table I. The blanks indicate that these probabilities on AUs
are less than 20%. For example, given happiness, the proba-
bilities of the occurrence of AU12 and AU25 are more than
70%, the probability of the occurrence of AU6 is 51%, and
the probabilities of the occurrence of other AUs are less than
20%. Therefore, AU12 and AU25 have higher rankings than
AU6, and AU6 has a higher ranking than other AUs. From
Table I, we can obtain the expression-dependent pairwise AU
ranking according to these probabilities.

Furthermore, Friesen and Ekman [14] defined a coding
system named EMFACS which is given by a set of AUs. Each
AU codes the fundamental actions of individuals or groups of
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TABLE II
MOST FREQUENT AU COMBINATIONS GIVEN EACH OF

THE SIX BASIC EXPRESSIONS [14]

TABLE III
PROBABILITIES ON AUS GIVEN PAIN AND

NEUTRAL EXPRESSION [17]

muscles typically seen while producing the facial expressions
of emotion. The most frequent AU combinations given to each
of the six basic expressions are shown in Table II. We can find
that the information obtained from Table II is mostly included
in Table I. For example, AU4+AU5+AU7, AU17+AU24, and
AU23 are the most frequent AU combinations given anger
from Table II. Meanwhile AU4, AU5, AU7, AU17, AU23, and
AU24 have higher rankings than others in Table I. This further
indicates the reliability of Table I. Therefore, we only adopt
the expression-dependent AU ranking inferred from Table I in
the following sections.

For the relations between AUs and pain expression,
Prkachin’s study [17] provided the percentage of AUs coded in
the entire dataset, including facial images during both painful
and pain-free periods, as shown in Table III. We assume that
no AUs appear on faces during pain-free period, and thus infer
pairwise AU rankings under pain expression from Table III as
follows: AU6, AU7, and AU12 have higher rankings than AU4,
AU25, AU26, and AU43. Meanwhile, AU4, AU25, AU26, and
AU43 have higher rankings than AU9, AU10, and AU20.

In summary, Tables I and III list the conditional proba-
bilities of the occurrence of AU given expression. The AUs
with higher probabilities of occurrence have higher rankings
than those with lower probabilities of occurrence. We adopt
the pairwise AU ranking from the domain knowledge as con-
straints. Specifically, we consider the pairwise ranking orders
of AUs whose probabilities have exact orders. Take the anger
expression as an example, the probabilities of AU4, AU7,
AU23, and AU24 are all larger than 0.7, the probability of
AU10 is 0.26, the probability of AU17 is 0.52, and the prob-
abilities of AU1, AU2, AU5, and AU6 are all less than 0.2.
Therefore, we consider the orders of AU1 and AU4; AU1 and
AU7; AU1 and AU10; AU1 and AU17; AU1 and AU23; AU1
and AU24; AU2 and AU4; AU2 and AU7; AU2 and AU10;
AU2 and AU17; AU2 and AU23; AU2 and AU24; AU4 and
AU5; AU4 and AU6; AU4 and AU10; AU4 and AU17; AU5
and AU7; AU5 and AU10; AU5 and AU17; AU5 and AU23;
AU5 and AU24; AU6 and AU7; AU6 and AU10; AU6 and

AU17; AU6 and AU23; AU6 and AU24; AU7 and AU10;
AU7 and AU17; AU10 and AU17; AU10 and AU23; AU10
and AU24; AU17 and AU23; and AU17 and AU24. We do
not consider the orders among AU4, AU7, AU23, and AU24
and the orders among AU1, AU2, AU5, and AU6, since we
cannot infer the rankings from their possibilities.

B. Proposed Method

For AU recognition, feature vector xn in one sample (xn, zn)

from S are image features, and auxiliary label zn is the expres-
sion label. In this case, K = 6 when we consider six basic
expressions, and K = 1 when we consider nonbasic expres-
sions (i.e., pain expression). Target labels Yn are AU labels
which are unknown.

Label ranking is one of the most common approaches to
solve multilabel classification problems. Given the expres-
sion and the expression-dependent AU rankings from domain
knowledge, we introduce our method subject to these rank-
ings. Rank loss imposes a penalty on a classifier when a pair
of labels is incorrectly ranked. We adopt rank loss as our loss
function [18], [19].

If the probability of each AU presence given expression is
known, we consider the pairwise ranking orders according to
the probabilities of the occurrence of the AUs. The rank loss
is as follows:

Lunlab(x, z) = 1

N

N∑

n=1

∑

i,j:P(yi
n=1|zn)>P

(
yj

n=1|zn

)

[[
f i(xn) < f j(xn)

]]+ 1

2

[[
f i(xn) = f j(xn)

]]
(3)

where i and j represent the indexes of the AU labels, f i(xn)

and f j(xn) are the output value for ith and jth AU labels, and
P(yi

n = 1|zn) indicates the probability of the occurrence of the
ith AU given the expression zn. [[·]] is the indicator function
that has a value of 1 when the conditions inside the brackets
are met; otherwise, it is 0. The first term and the second term
represent the loss when the predicted value f i(xn) is smaller
than f j(xn) and the predicted value f i(xn) is equal to f j(xn),
respectively, when the probability of the occurrence of the ith
AU label is larger than that of the jth AU label.

We rewrite the rank loss by the expectation of the 0-1
function over the sample space

Lunlab(x, z) = 1

N

N∑

n=1

∑

i,j:P(yi
n=1|zn)>P

(
yj

n=1|zn

)

[
l0−1

(
f i(xn)− f j(xn)

)]
(4)

and the 0-1 function can be represented as

l0−1
(
f i(xn)− f j(xn)

) =
⎧
⎨

⎩

1 f i(xn)− f j(xn) < 0
1
2 f i(xn)− f j(xn) = 0
0 otherwise.

(5)

Direct optimization of this expectation including the 0-1
loss is intractable. For better model learning, the surrogate
loss function l′(x) is generally used instead of the 0-1 loss. In
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this paper, we use the sigmoid loss as the surrogate loss. By
applying the surrogate loss to rank loss, we obtain

Lunlab(x, z) = 1

N

N∑

n=1

∑

i,j:P(yi
n=1|zn)>P

(
yj

n=1|zn

)

[
ls
(
f i(xn)− f j(xn)

)]
(6)

and the function ls can be represented as

ls
(
f i(xn)− f j(xn)

) = 1

1+ e(f i(xn)−f j(xn))
. (7)

The proposed method utilizes the domain knowledge and
the known expression label to learn weakly supervised clas-
sifiers to recognize AUs without AU labels. We use linear
function f (x) = wx as our score function. Now, our goal is to
minimize the ranking loss Lunlab and obtain the weight w. The
gradient descent approach is used to solve the problem

w(t+1) = w(t) − η(t) ∂Lunlab(x, z)

∂w
(8)

where t and η indicate the number of iterations and the learning
rate.

The gradient of rank loss function to the weight can be
computed as

∂Lunlab(x, z)

∂w
= 1

N

N∑

n=1

∂Lunlab(xn, zn)

∂f (xn)
∗ ∂f (xn)

∂w

= 1

N

N∑

n=1

∂Lunlab(xn, zn)

∂f (xn)
∗ xT

n (9)

where the specific gradient of rank loss function to the score
function of each component can be computed as

∂Lunlab(xn, zn)

∂f i(xn)
=

∑

j:P(yi
n=1|zn)>P

(
yj

n=1|zn

)

∂ls(x)

∂x
|x=f i(xn)−f j(xn)

−
∑

j:P
(

yj
n=1|zn

)
>P(yi

n=1|zn)

∂ls(x)

∂x
|x=f j(xn)−f i(xn)

.

(10)

C. Extension to Semi-Supervised Learning

We extend the proposed method to the semi-supervised AU
recognition method which can solve the problems with partial
AU labels annotated data. In a semi-supervised scenario, in
addition to training samples S, T contains M fully AU-labeled
training samples. Target labels Ym are multiple AU labels.

Here, we also use rank loss as the loss function. Since the
AU labels are known, we consider the ranking order between
relevant AU labels and irrelevant AU labels. The rank loss is
as follows:

Llab(x, Y) = 1

M

M∑

m=1

∑

i,j:yi
m=1,yj

m=0

[
ls
(
f i(xm)− f j(xm)

)]
.

(11)

Algorithm 1 Training Algorithm for the Proposed Method
Input:

weakly labelled training samples (xn, zn),
fully labelled training samples (xm, Ym),
coefficient α, learning rate η,
domain knowledge

Output:
optimized parameter w

1: Randomly initialize w;
2: repeat
3: for each weakly labelled training sample (xn, zn) do
4: for each label i do
5: Calculate ∂Lunlab(xn,zn)

∂fi(xn)
as Eq. (10);

6: end for
7: end for
8: Calculate ∂Lunlab(x,z)

∂w as Eq. (9);
9: for each fully labelled training sample (xm, Ym) do

10: for each label i do
11: Calculate ∂Llab(xm,Ym)

∂fi(xn)
as Eq. (14);

12: end for
13: end for
14: Calculate ∂Llab(x,Y)

∂w as Eq. (13);
15: w← w− η((1− α)

∂Lunlab(x,z)
∂w + α

∂Llab(x,Y)
∂w );

16: until Converges
17: Return w.

The optimization problem can be defined as

min
w

(1− α)Lunlab(x, z)+ αLlab(x, Y). (12)

In (12), the first term Lunlab(x, z) represents the rank loss
function over the weakly labeled training samples, and the
second term Llab(x, Y) represents the rank loss function over
the fully labeled training samples. α ∈ [0, 1] controls the trade-
off between the minimization of the weakly labeled and fully
labeled rank losses.

Similarly, the gradient descent approach is used to solve the
above optimization problem. The gradient of weakly labeled
rank loss function to the weight is computed as (9). Now, we
compute the gradient of the fully labeled rank loss function
Llab(x, Y) as follows:

∂Llab(x, Y)

∂w
= 1

M

M∑

m=1

∂Llab(xm, Ym)

∂f (xm)
∗ xT

m. (13)

The specific gradient of labeled rank loss function to the
score function of each component can be computed as

∂Llab(xm, Ym)

∂f i(xm)
=

∑

j:yi
m=1,yj

m=0

∂ls(x)

∂x
|x=f i(xm)−f j(xm)

−
∑

j:yj
m=1,yi

m=0

∂ls(x)

∂x
|x=f j(xm)−f i(xm). (14)

The detailed learning algorithm is shown in Algorithm 1.

D. Classification

During the testing phase, the predicted values are computed
according to the image features and optimized w. Since we
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adopt rank loss during training, we need to obtain the label
set size, i.e., the number of the relevant AU labels. As shown in
Table I, there are up to five AUs appeared with more than 50%
probabilities among available AUs given basic expressions.
Therefore, the label size is set as 5. We assign labels to the
testing samples if the corresponding predicted value is among
the top five values.

IV. EXPERIMENTS

A. Experimental Conditions

To evaluate the performance of the proposed method, we
conduct experiments on three benchmark databases, i.e., the
CK+ database [15], the MMI database [20], and the McMaster
database [21].

The CK+ database [15] includes 593 sequences from 123
subjects and the image sequence incorporates the onset to
peak formation of the facial expressions. Among them, 309
sequences from 106 subjects annotated by six basic expres-
sions and AUs are used. AUs available for more than 10% of
all samples are chosen. Thus, we obtain 309 sequences with
13 labels, i.e., AU1, AU2, AU4, AU5, AU6, AU7, AU9, AU12,
AU17, AU23, AU24, AU25, and AU27.

The MMI database [20] consists of over 2900 videos and
images from 75 subjects. Like the CK+ database, we choose
the sequences annotated by six basic expressions and AUs, and
the AUs available for more than 10% of all samples. Thus,
we obtain 171 sequences from 27 subjects with 13 labels, i.e.,
AU1, AU2, AU4, AU5, AU6, AU7, AU9, AU10, AU12, AU17,
AU23, AU25, and AU26.

The McMaster database [21] contains 200 video sequences
of patients suffering from chronic shoulder pain while pre-
forming a range of arm motion tests. From these 200
sequences, there is a total of 48 398 frames that have been
FACS coded and AAM tracked. We choose the 8369 frames
in pain from 24 subjects with ten labels, i.e., AU4, AU6, AU7,
AU9, AU10, AU12, AU20, AU25, AU26, and AU43.

For features, 49 inner facial landmarks from the exaggerated
frames are used. On the CK+ database and the McMaster
database, the facial landmarks are provided by the database.
On the MMI database, the facial landmarks are extracted with
IntraFace [22]. The F1-measure is used as a performance metric,
and five-fold subject independent cross validation is adopted.

For both weakly supervised and semi-supervised AU recog-
nition, two experiments, i.e., within database experiments and
cross-database experiments, are conducted. For weakly super-
vised AU recognition, only image features and expression
labels are used. We compare the proposed weakly supervised
AU recognition method with HTL [16], the only state-of-the-
art method that learns an AU classifier without AU annotation.
For the CK+ database, and the McMaster database, we
directly compare with the experimental results listed in [16].
For the MMI database, we conduct AU recognition with
the implementation of the HTL method, since [16] does not
provide experimental results on the MMI database.

For semi-supervised AU recognition, image features,
expression labels, and partial available AU labels are used. We
randomly miss the AU labels with a certain proportion (50%),

TABLE IV
WITHIN DATABASE EXPERIMENTAL RESULTS IN TERM OF F1-MEASURE

OF WEAKLY SUPERVISED AU RECOGNITION

TABLE V
CROSS-DATABASE EXPERIMENTAL RESULTS IN TERM OF F1-MEASURE

OF WEAKLY SUPERVISED AU RECOGNITION ON THE CK+ DATABASE

AND THE MMI DATABASE

and conduct the experiments ten times. The averaged F1-
measure and standard deviation of the F1-measure are used
as the performance metrics. We compare the proposed
semi-supervised AU recognition method with several related
works as mentioned in Section I, i.e., SHTL [16], BN [9],
MLML [10], and BGCS [12]. These works do not provide
the results on the MMI database and the McMaster database.
Although, they conduct experiments on the CK+ database,
we cannot compare them directly because of the following
reasons. Ruiz et al.’s work [16] used leave-one-subject-out
cross validation in the semi-supervised AU recognition exper-
iments. It means that the AU classifiers are trained with all the
data from the large-scale expression-annotated database and
the AU-annotated database. In our experiments, 50% training
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TABLE VI
CONFUSION MATRIX OF EACH AU GIVEN ANGER EXPRESSION ON THE CK+ DATABASE

samples without AU labels. Wang et al. [9] conducted semi-
supervised AU recognition experiments by missing each AU
annotation by a certain proportion. It means that all training
images have AU labels, for each image, the AU labels may not
be complete. Such experimental conditions are different from
ours, where 50% of the training samples are without AU labels.
Wu et al. [10] used 20%, 40%, 60%, and 80% as the miss-
ing proportions and adopted the average precision and area
under the ROC curve as performance metrics. Their missing
proportions and performance metrics are different from ours.
Song et al. [12] only provided the averaged F1-measure of
24 AUs under missing 50% labels, not the specific results of
each AU. Since the experimental conditions of these related
works are all different, we cannot compare them directly. We
reconduct these experiments using the provided codes to make
a fair comparison.

For both weakly supervised and semi-supervised AU recog-
nition, we do not conduct the cross-database experiments
between the databases with six basic expressions (i.e., the
CK+ database and the MMI database) and the McMaster
database, since the relations between AUs and six basic expres-
sions are different from the relations between AUs and pain
expressions.

Furthermore, to demonstrate the practicality of the
proposed weakly supervised AU recognition method, we
compare the performance of the proposed weakly super-
vised AU recognition to the state-of-the-art supervised AU
recognition, which requires fully AU annotated training
samples.

B. Experimental Results of Weakly Supervised AU
Recognition

The weakly supervised AU recognition results of the within
database and the cross-database experiments are shown in
Tables IV and V, respectively.

From Tables IV and V, we can find that the proposed
method outperforms HTL on both databases not only for
within database AU recognition but also for cross-database
AU recognition in most cases. Specifically, for the within
database AU recognition, the averaged F1-measures of com-
mon AUs of the proposed method are 15.2%, 9.2%, and
12.2% higher than HTL on the CK+ database, the MMI
database and the McMaster database, respectively. For spe-
cific AUs, the F1-measure of the proposed method is higher
than HTL on 8 out of 10 AUs on the CK+ database and
the improvements of AU1, AU2, AU7, AU9, and AU25 are
more than 20%. The F1-measure of the proposed method
is higher than HTL on 10 out of 13 AUs on the MMI
database and 8 out of 9 AUs on the McMaster database.

Fig. 2. Absolute values of weight coefficients for 49 points on the x-axis
and y-axis for AU25 on the CK+ database.

For the cross-database AU recognition, the proposed method
improves by 5.1% more than HTL in terms of the averaged
F1-measure when training on the CK+ database and testing
on the MMI database. The improvements of AU4 and AU7
are 27.3% and 21.2%. For the experiments of training on the
MMI database and testing on the CK+ database, the proposed
method has the best results on AU1, AU2, AU7, and AU25,
and achieves better results than HTL in terms of averaged
F1-measure.

Both HTL and the proposed method leverage the relation-
ship between AUs and expressions to facilitate AU recognition
without AU annotated training samples. However, unlike HTL,
which needs exact probabilities from single AUs given expres-
sions and learns AU classifiers indirectly by training both
AU classifiers and expression classifiers using additional sam-
ples labeled with expressions, the proposed method directly
learns AU classifiers from the inferred expression-dependent
AU rankings. Thus, the proposed method avoids the error
propagated from expression classifiers, and can capture the
dependencies between expressions and AUs more efficiently.
This results in better performances on both within database
AU recognition and cross-database AU recognition. The exper-
imental results demonstrate the superiority and generalization
ability of the proposed method.
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TABLE VII
WITHIN DATABASE EXPERIMENTAL RESULTS IN TERM OF F1-MEASURE OF SEMI-SUPERVISED AU RECOGNITION. (a) F1-MEASURE ON THE CK+

DATABASE. (b) F1-MEASURE ON THE MMI DATABASE. (c) F1-MEASURE ON THE MCMASTER DATABASE

(a)

(b)

(c)

To further demonstrate the effectiveness of the proposed
method in capturing the expression-dependent AU ranking, we
analyze the confusion matrix of each AU given expression.

Take the anger expression on the CK+ database as an example,
as shown in Table VI, AU1, AU2, AU5, AU6, AU9, AU12,
AU25, and AU27 are always classified as 0, and AU4, AU7,
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TABLE VIII
CROSS-DATABASE EXPERIMENTAL RESULTS IN TERM OF F1-MEASURE OF SEMI-SUPERVISED AU RECOGNITION ON THE CK+ DATABASE

AND THE MMI DATABASE. (a) TRAINING ON THE CK+ DATABASE AND TESTING ON THE MMI DATABASE. (b) TRAINING ON THE

MMI DATABASE AND TESTING ON THE CK+ DATABASE

(a)

(b)

AU17, AU23, and AU24 are always classified as 1. These
are consistent with the information in Table I. AU4, AU7,
AU17, AU23, and AU24 have higher rankings than other AUs.
This indicates that such expression-dependent AU rankings are
successfully captured by the proposed method and result in
better performance.

Since each AU is related to different local features, it may
be beneficial to adopt different features for different AUs for
better recognition performance. A common feature selection
method is to employ the supervised feature selecting method,
such as linear discriminant analysis. However, in this paper, we
propose a weakly supervised AU recognition method, which
does not require AU labels during training. Therefore, we use
all 49 inner facial landmarks as features for all target AUs,
and cannot explicitly select features for each AU. Through
weakly supervised learning, the weight coefficients of the lin-
ear classifier can trade off the feature importance for each
AU during training. Take AU25 on the CK+ database as
an example, we analyze the learned weight coefficients of
facial landmarks. The absolute values of weight coefficients
for AU25 are shown in Fig. 2. From Fig. 2, we find that the

points in the mouth region have larger weight coefficients than
the points around the eyes, the eyebrows, and the nose. These
indicate that the weight coefficients can represent the feature
importance for each AUs. Therefore, it is reasonable to use
all features for all target AUs in a weakly supervised learning
scenario.

C. Experimental Results of Semi-Supervised
AU Recognition

Tables VII and VIII show the within database results and
the cross-database results of semi-supervised AU recognition,
respectively.

From Tables VII and VIII, we can find that under the semi-
supervised scenario, the proposed method performs best on
all databases not only for within database AU recognition
but also for cross-database AU recognition. Specifically, for
within database experiments, the proposed method achieves
better performance than other methods in terms of the aver-
aged F1-measure on all databases. Furthermore, the proposed
method achieves the best results on several AUs, such as
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TABLE IX
COMPARISON TO THE STATE-OF-THE-ART WITH AU ANNOTATIONS IN

TERM OF F1-MEASURE ON THE CK+ DATABASE

AU12, AU17, AU23, AU25, and AU27 on the CK+ database,
AU1, AU5, AU6, AU10, AU12, and AU17 on the MMI
database, and AU6 and AU7 on the McMaster database. Like
the within database results, the proposed method achieves
better cross-database results than other methods. For the
experiment of training on the CK+ database and testing
on the MMI database, the proposed method has the highest
F1-measure on AU7, AU12, AU17, and the averaged value.
For the experiment of training on the MMI database and
testing on the CK+ database, the proposed method has the
highest F1-measure on AU9, AU17, AU23, and the averaged
value.

MLML exploits the label consistency and smoothness to
fill in the missing values; BGCS handles partially observed
labels by marginalizing over the unobserved values as a part
of the inference procedure; and BN complements the miss-
ing AU labels through the learned AU-expression relations
from ground-truth labels. Therefore, all these methods handle
missing AU labels through the relations learned from par-
tial available ground-truth labels. While the proposed method
learns AU classifiers from expression-dependent AU rank-
ing summarized from domain knowledge when AU labels
are missing. The dependencies from domain knowledge are
usually more general than the dependencies existing in par-
tial available ground-truth AU labels. Although SHTL also
exploits expression-AU dependencies from domain knowl-
edge, SHTL consists of two classifiers: 1) AU classifiers
from image features and 2) expression classifiers from AUs
generated by the relations between expressions and AUs.
SHTL learns AU classifiers indirectly, and the error caused
by expression classifiers may propagate to the AU classi-
fiers. On the contrary, the proposed method directly learns
AU classifiers from the expression-dependent AU ranking
summarized from domain knowledge. Thus, the proposed
method is superior to current semi-supervised AU recognition
methods.

TABLE X
COMPARISON TO THE STATE-OF-THE-ART WITH AU ANNOTATIONS IN

TERM OF F1-MEASURE ON THE MMI DATABASE

TABLE XI
COMPARISON TO THE STATE-OF-THE-ART WITH AU ANNOTATIONS IN

TERM OF F1-MEASURE ON THE MCMASTER DATABASE

D. Comparison to the State-of-the-Art Supervised Learning
With Fully AU Labeled Data

We compare our weakly supervised AU recognition method
to state-of-the-art supervised AU recognition with fully AU
labeled data. On the CK+ database, we compare the proposed
method to STM [7], HRBM [3], and MC-LVM [8], mentioned
in Section I. On the MMI database, we compare the proposed
method to SVM-HMM [23] and FFD [24], which are the state-
of-the-art methods on the MMI database. On the McMaster
database, we compare the proposed method to MC-LVM [8].
The comparison results on the three databases are illustrated
in Tables IX–XI.

As shown in Tables IX–XI, the proposed method has worse
performance. It is reasonable since the proposed method learns
AU classifiers without any AU annotation and the other meth-
ods are traditional supervised learning with fully AU labeled
data. Furthermore, in some cases, the performance of the
proposed method is comparable or even better. Specifically, on
the CK+ database, the proposed method is 5.8% less than the
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best method (MC-LVM) in terms of the averaged F1-measure.
The proposed method has close results to other methods with
AU labels on AU1, AU2, AU17, and AU24. Furthermore, the
proposed method has the best results on AU5, AU12, AU23,
and AU25. On the MMI database, the averaged F1-measure
of the proposed method is about 13% lower than that of FFD.
However, the performance of AU1, AU4, and AU12 are close
to the state-of-the-art methods. AU5 and AU7 even have the
best performances using the proposed method. The results
demonstrate the effectiveness of the proposed method which
learns AU classifiers without any AU annotation. Compared to
the state-of-the-art supervised methods with fully AU labeled
data, the proposed method has a wider application prospect
since it needs no AU labels.

V. CONCLUSION

In this paper, we propose a weakly supervised AU recogni-
tion method without AU labels through exploiting the domain
knowledge. Specifically, the expression-dependent AU rank-
ings are obtained from the domain knowledge first. Then we
train the AU classifier by adopting the rank loss to penalize
the mapping functions when the labels are incorrectly ranked.
We also extend the proposed weakly supervised method to
the semi-supervised method to solve the problems with par-
tial samples annotated by AU labels. The experimental results
on three benchmark databases demonstrate that the proposed
method can successfully leverage the domain knowledge for
building multiple AU recognition classifiers, and has better
AU recognition performances for both basic expressions and
nonbasic expressions compared to the state-of-the-art weakly
supervised and semi-supervised methods.
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