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ABSTRACT
Drug discovery often relies on the successful prediction of protein-
ligand binding affinity. Recent advances have shown great promise
in applying graph neural networks (GNNs) for better affinity pre-
diction by learning the representations of protein-ligand complexes.
However, existing solutions usually treat protein-ligand complexes
as topological graph data, thus the biomolecular structural infor-
mation is not fully utilized. The essential long-range interactions
among atoms are also neglected in GNN models. To this end, we
propose a structure-aware interactive graph neural network (SIGN)
which consists of two components: polar-inspired graph attention
layers (PGAL) and pairwise interactive pooling (PiPool). Specifi-
cally, PGAL iteratively performs the node-edge aggregation process
to update embeddings of nodes and edges while preserving the dis-
tance and angle information among atoms. Then, PiPool is adopted
to gather interactive edges with a subsequent reconstruction loss
to reflect the global interactions. Exhaustive experimental study on
two benchmarks verifies the superiority of SIGN.
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Figure 1: A brief summary for protein-ligand binding affin-
ity prediction. (1) Top left: An example of protein-ligand
complex (PDB: 5HMI). (2) Top right: Various representations
of complex. (3) Bottom left: Traditional Methods. (4) Bottom
right: Machine learning and deep learning methods.

1 INTRODUCTION
The prediction of protein-ligand binding affinity has been widely
considered as one of the most important tasks in computational
drug discovery [16]. Here ligands are usually drug candidates in-
cluding small molecules and biologics which can interact with
proteins as agonists or inhibitors in the biological processes to cure
diseases. The binding affinity, defined as the strength of the binding
interaction between a protein and a ligand (e.g., drug), can be mea-
sured by experimental methods. However, those biological tests are
laborious and time-consuming.With the computer aided simulation
methods and the data-driven learning models, binding affinities
can be predicted in the early stage of drug discovery. Instead of
applying costly biological methods directly to screen numerous
candidate molecules, the prediction of binding affinity can help
to rank drug candidates and prioritize the appropriate ones for
subsequent testing to accelerate the process of drug screening [21].

With the development of structural biology and protein structure
prediction, especially the recent Alphafold II model [4], there are
growing three-dimensional (3D) structure protein data, which en-
ables a new paradigm for structure-based drug discovery [3, 13, 27].
It has been demonstrated that 3D structural information can ef-
fectively contribute to the drug design [18]. Indeed, since there
are already many accurate and robust algorithms to find poses of
protein-ligand complexes (e.g., binding site prediction methods and
docking methods), it is significant to focus on the much harder task
of binding affinity prediction [2]. To learn useful 3D structure from
a protein-ligand complex, as illustrated in Figure 1, many efforts
have been devoted to estimating more accurate binding affinity
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for effective drug design. Docking methods [1, 12, 38] play an im-
portant role to predict how a specific ligand binds to the target
protein with affordable computational costs. While the docking
process can identify the binding pose of the protein-ligand complex
with relatively high accuracy, its prediction of binding affinity is
inaccurate and unreliable [2, 28] due to poor scoring functions,
which limits the applicability of docking methods in drug discovery.
Compared to docking calculations, traditional machine learning
methods [2, 14] have improved the performance by learning the
extracted features from protein-ligand complexes. However, these
approaches with limited generalizability require expert knowledge
and heavily rely on feature engineering.

Recently, deep learning for binding affinity prediction have be-
come an emerging research area, which represents the complex
as sequence data [31], 3D grid-like data [40] or graph data [30]
to employ various neural networks. One of the key challenges of
deep learning in structural biology is how to model the 3D spatial
structure for better performance. To this end, most of the exist-
ing works [32, 35, 40] attempt to apply 3D convolutional neural
networks (3D CNNs) by treating the complex as a 3D-grid repre-
sentation. However, the cost of these models is huge, especially
when considering long-range interactions. What’s more, both the
absence of topological information and the sensitivity to rotation
in the complex have a negative effect on the prediction results.

Despite the powerful ability of graph neural networks (GNNs) to
learn graph representations [22, 24, 47], there are only a few studies
[23, 30] on using GNNs to predict the protein-ligand binding affinity.
By contrast, many researchers have greatly developed GNN models
in other fields of drug discovery [37, 45], such as predicting molec-
ular property [17, 26, 44] and chemical reaction [7]. Nevertheless,
these domain-specific models tend to lose their effectiveness when
modeling the larger biomolecules, e.g., protein-ligand complexes. In
general, most of the existing GNNs in drug design aim to learn the
spatial structure by incorporating the distance information, which
is insufficient to model the 3D structure of complex. Moreover, the
fundamental long-range interactive information between proteins
and ligands, which is valuable for predicting the binding affinity
[19], cannot be handled under the current GNN framework.

To overcome the above limitations, we propose a novel Structure-
aware Interactive Graph Neural Network (SIGN) to learn the con-
structed complex graph for predicting the protein-ligand binding
affinity. SIGN is equipped with two designed components to corre-
spondingly address the challenges, namely the polar-inspired graph
attention layers (PGAL) for modeling 3D spatial structure and the
pairwise interactive pooling (PiPool) for leveraging long-range in-
teractions. Firstly, the key idea of PGAL is to establish a polar
coordinate system for each central target and to preserve both dis-
tance and angle information of neighbors when performing the
aggregation process. More specifically, we apply the node-edge
interactive scheme iteratively with graph attention to integrate
spatial factors for effectively learning the 3D structure of complex.

In view of the large size of the protein, it is redundant to contain
the complete protein structure in the complex graph, but in this way
the long-range interactive information between the protein and the
ligand is also lost. To deal with this issue, PiPool, the secondary part
of SIGN is designed to incorporate such global interactions into
our model, which employs an atomic type-aware pooling process

on edges with introducing an auxiliary learning task to reconstruct
the atomic interaction matrix. By this means, SIGN can enhance
the representation learning for complexes with involving both 3D
spatial structures and global interactions. To summarize, the main
contributions of this paper are as follows:
• To the best of our knowledge, we are among the first to develop
graph neural networks from the perspective of polar coordinates
for structure-based binding affinity prediction.
• We propose a novel structure-aware interactive graph neural
network (SIGN), which can capture not only 3D spatial informa-
tion through polar-inspired graph attention layers (PGAL), but
also global long-range interactions through pairwise interactive
pooling (PiPool) in a semi-supervised manner.
• We conduct extensive experiments using two benchmark datasets
to evaluate the performance of the proposedmodel, which demon-
strates the effectiveness of our SIGN with better generalizability.

2 RELATEDWORK
In this section, we first review the related literatures about predict-
ing protein-ligand binding affinity and then detail recent advances
in graph neural networks for drug discovery.

Protein-Ligand Binding Affinity Prediction. As a crucial
stage in drug discovery, predicting protein-ligand binding affin-
ity has been intensively studied for a long time [11, 34], which is
of great importance for efficient and accurate drug screening. The
earlier empirical-based methods [9, 38, 42] design docking and scor-
ing functions specially to make predictions, while expert domain
knowledge is required to encode internal biochemical interactions.
Later on, statistical and machine learning-based methods [5] are
developed to predict binding affinity based on data-driven learning,
which attempt to extract protein-ligand features and use classic
models for regression, such as random forest [2] and SVM [14].
These approaches are dependent on the quality of hand-crafted fea-
tures and lack of generality on the larger dataset. Recently, several
deep learning-based models [31] utilize 1D convolutions and pool-
ing to capture potential patterns from raw sequence information of
both ligand and protein. However, only using separate character
representations fails to achieve desirable performance.

With the recent advances in predicting structures of proteins [4]
and the increasing availability of 3D-structure protein-ligand data
[41], there is another hot research area of studying structure-based
approaches, which focus on learning from 3D-structure protein-
ligand complexes to predict binding affinity. Some recent works
[32, 35] represent the protein-ligand complex as 3D grid-like data
and use 3D convolutions (3D-CNNs) to take advantage of spatially-
local correlations. Though these approaches can learn spatial in-
formation, one limitation is that positions of proteins and ligands
in different complexes are changeable, such as different angle rota-
tions, which means the spatial structure of 3D grid-like modeling
is inevitably incomplete. More recently, OnionNet [46] employs
CNNmodels to learn the complex representation from the extracted
element-specific interaction features between a protein and its lig-
and. However, all the above models neglect the critical topological
structure information of complex. In the work [23], a protein-ligand
complex is represented as a weighted graph with distance informa-
tion. Then graph attention networks are applied to predicting the in-
teractions. Nevertheless, only distance information between atoms
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Table 1: Mathematical notations.
Notation Description

V𝑃 ,V𝐿 The atom node sets of protein and ligand
𝑀𝑃 ,𝑀𝐿 The 3D position matrices of protein and ligand
G𝐼 The complex interaction graph
𝑎𝑖 The 𝑖-th atom node in G𝐼
𝑒𝑖 𝑗 The directed edge from atom 𝑎𝑖 to atom 𝑎 𝑗
N𝑒 (𝑎𝑖 ) The neighboring edges of atom 𝑎𝑖
N𝑒 (𝑒𝑖 𝑗 ) The neighboring edges of edge 𝑒𝑖 𝑗
𝒂𝑖 , 𝒆𝑖 𝑗 The embedding vectors of atom 𝑎𝑖 and edge 𝑒𝑖 𝑗
𝒅𝑖 𝑗 The spatial embedding vector between 𝑎𝑖 and 𝑎 𝑗

(a) 3D Protein-Ligand Complex (b) Complex Interaction Graph
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Figure 2: An illustrative example of converting the protein-
ligand complex into a complex interaction graph.

is not adequate to model 3D-structure interactions. In this paper,
we also focus on the structure-based prediction of protein-ligand
binding affinity with incorporating abundant spatial information.

Graph Neural Networks for Drug Discovery. Inspired by
the great advantage of graph neural networks (GNNs) in modeling
graph data, much attention has been devoted to applying them in
computational drug discovery [37], such as the prediction of molec-
ular property [10] and protein interface [25]. Treating the molecule
as a graph, GNNs can learn the graph-level representation for drug
or protein by aggregating structural information. GraphDTA [30]
adopts GNNmodels [15, 39, 43] to learn drug presentationwith com-
bining the protein representation from 1D convolutions to predict
binding affinity. In attributed molecular graphs, the edges between
atoms contain valuable information, such as distance or bond order.
To leverage rich attributes in the molecule, edge-oriented message
passing neural networks [33, 44, 48] are proposed to update both
node and edge embeddings . Meanwhile, there are also some efforts
to model the 3D-structure of molecule by improving GNNs with
spatial information, such as distance [23, 26], angle [17], and 3D
coordinate [6]. However, these models fail to consider the spatial
interactions between proteins and ligands. In addition, the func-
tion of learning angle information in [17] is designed for density
functional theory, which is only beneficial for predicting molecular
properties rather than protein-ligand binding affinity. To overcome
these limitations, we propose an interaction-aware GNN framework
with integrating both distance and angle factors harmoniously.

3 PRELIMINARIES
In this section, we introduce some definitions used in our model
and formulate the structure-based prediction problem for protein-
ligand binding affinity. The frequently used notations in this paper
are summarized in Table 1.

1 2 3 4 5
Distance (Angstrom)

0

2

4

6

8

10

12

P
e
rs

e
n
ta

g
e
 (

%
)

(a) All edges

1.0 1.5 2.0 2.5 3.0
Distance (Angstrom)

0

10

20

30

40

P
e
rs

e
n
ta

g
e
 (

%
)

(b) Single bonds

1.0 1.5 2.0 2.5 3.0
Distance (Angstrom)

0

10

20

30

40

P
e
rs

e
n
ta

g
e
 (

%
)

(c) Double bonds

Figure 3: The distribution of distance between atoms within
5 Å in the protein-ligand complex from PDBbind dataset.

Definition 3.1. Complex Interaction Graph. Given a protein-
ligand complex as shown in Figure 2(a), we define the atomnode sets
of protein and ligand asV𝑃 = {𝑎𝑃1 , ..., 𝑎

𝑃
𝑚} andV𝐿 = {𝑎𝐿1 , ..., 𝑎

𝐿
𝑛}

with the position matrix𝑀𝑃 ∈ R𝑚×3 and𝑀𝐿 ∈ R𝑛×3 for 3D atomic
coordinates, respectively. Then we define the complex interaction
graph as a directional graph G𝐼 =< V, E >, where the vertex set
V ⊆ V𝑃 ∪ V𝐿 and the edge set E = 𝑓𝑒 (V𝑃 ,V𝐿, 𝑀𝑃 , 𝑀𝐿) are
constructed based on the spatial positions of atoms. The graph
construction process is introduced in Appendix A.1.

Definition 3.2. Edge-oriented Neighbors. Given an atom node
𝑎𝑖 or a directed edge 𝑒𝑖 𝑗 (i.e., 𝑎𝑖 → 𝑎 𝑗 ) in the complex interaction
graph G𝐼 , the edge-oriented neighbors N𝑒 of 𝑎𝑖 or 𝑒𝑖 𝑗 are defined
as the sets of directed edges {𝑒𝑘𝑖 , ..., 𝑒𝑙𝑖 } which point to the target
atom 𝑎𝑖 or the target edge 𝑒𝑖 𝑗 .

Taking Figure 2(b) as an example, the edges 𝑒21 and 𝑒41 are con-
nected to the edge 𝑒13 via the common node 𝑎1, the edge-oriented
neighbors of 𝑒13 are denoted as N𝑒 (𝑒13) = {𝑒21, 𝑒41}. Similarly, the
edges 𝑒13, 𝑒53 and 𝑒63 point to the atom node 𝑎3, resulting in the
neighbors set N𝑒 (𝑎3) = {𝑒13, 𝑒53, 𝑒63}.

Definition 3.3. Structure-basedProtein-LigandBindingAffin-
ity Prediction. Given a protein-ligand complex with 3D struc-
ture, i.e., the complex interaction graph G𝐼 and the 3D position
matrix 𝑀 consisting of 𝑀𝑃and 𝑀𝐿 , our goal is to learn a model
𝑓 : (G𝐼 |𝑀) → 𝑦 to precisely predict the binding affinity 𝑦 with
preserving the spatial structure.

4 MODEL FRAMEWORK
In this section, we present the proposed SIGN model for protein-
ligand binding affinity prediction. We first introduce the overall
framework and then describe the details of each component.

4.1 Overview
To make accurate predictions for protein-ligand binding affinity,
there are two challenges. Firstly, as shown in Figure 2, the complex
graph has the unique spatial structure, which is different with gen-
eral graph. Secondly, the long-range interactions between protein
and ligand are also critical to the binding affinity [19]. However, the
existing GNNs are incapable of capturing such spatial information
and interactions. To overcome the limitations, we propose a novel
Structure-aware Interactive Graph Neural Network (SIGN) to model
the 3D structural complex and protein-ligand spatial interactions.

Figure 4 exhibits the architecture which takes the complex inter-
action graph G𝐼 as input. We start with the polar-inspired graph
attention layers (PGAL), which are composed of node→edge and
edge→node interaction layers. PGAL can propagate the node’s and
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Figure 4: Illustration of the proposed SIGN framework. (a), (b): The two key components PGAL and PiPool. (c), (d): The two
inner structures of component PGAL. (e), (f): The aggregation processes in node→edge and edge→node interaction layers.

edge’s embeddings alternately with learning the spatial distance
and angle information. The two parts of PGAL play a synergistic
effect on modeling the spatial structure of the complex. After that,
we apply a pairwise interactive pooling layer (PiPool) which per-
forms on the edges’ representations to obtain the atomic type-based
interaction matrix of the complex. From a global view, PiPool aims
to approximate the overall interactions between proteins and lig-
ands to improve the prediction performance. Finally, the model is
trained through multi-task learning with augmented constraints
for the interaction matrix, which serves as a self-supervised task.

4.2 Polar Coordinate-Inspired Graph Attention
Standard GNNs have shown great advantages in learning topologi-
cal structure of the general graph, which cannot take atom’s spatial
position into account in the 3-dimensional space. To model the 3D
structure of a complex, an intuitive method is to provide atom’s
3-dimensional coordinate in the GNN architecture [6]. However,
the position information under the Cartesian coordinate system is
sensitive to both translations and rotations, causing poor general-
ization of model when learning the complex representation. Several
models, such as GNN-DTI [17] and MAT [26], manage to combine
the distance information in the aggregation process, while only
pairwise distance is not adequate. Different from DimeNet [17],
which specially designs Bessel functions in GNN for density func-
tional theory (DFT) approximation with limited ability to model
the larger biological complex, we employ iterative node→edge and
edge→node interaction layers to incorporate both distance and
angle information from a spatial distribution perspective.

4.2.1 Polar-Inspired Attentive Learning Architecture. Inspired by
polar coordinate which is composed of radial distance 𝑟 and polar
angle 𝜙 , we develop an interaction-based graph attention network
to leverage both the distance between nodes and the angle between

edges in a collaborative framework. As illustrated in Figure 4(e),
when aggregating for edge 𝑒𝑖 𝑗 , we treat it as the polar axis 𝐿. Under
such a definite polar coordinate system, the edge-oriented neigh-
bors are distributed around 𝑒𝑖 𝑗 with unique identifying coordinates
(𝑟, 𝜙). Through the method of dividing angle domains, the spatial
distribution for the complex can be taken into account by means of
angle-oriented attention in the first aggregation stage for edges.

Moreover, the distance factor is also helpful for structure mod-
eling, which reveals spatial correlations. Figure 3 shows the sta-
tistical distribution of distance between atoms. It can be seen that
the distances of covalent bonds mainly range from 1 to 2 Å, while
noncovalent interactions, like hydrophobic and van der Waals inter-
actions, and hydrogen bonds, are distributed over longer distances.
Atomic interactions in the complex vary from different distances,
which indicate different spatial relations for atom pairs. Given the
radial distance 𝑟 between atoms 𝑎𝑖 and 𝑎 𝑗 , as shown in Figure 4(f),
we first map 𝑟 to a bucket (i.e., a distance domain corresponding to
a type of relation) and obtain the one-hot vector 𝒙𝑖 𝑗 . Then we apply
a dense layer transformation to get the spatial relation embedding:

𝒅𝑖 𝑗 =𝑾𝑠𝒙𝑖 𝑗 , (1)

where 𝑾𝑠 ∈ R𝑑𝑠×𝑏 is the transformation weight matrix and 𝑏 is
the number of buckets (i.e., spatial relations). To factor in these
correlations, we design the distance-aware attention in the second
aggregation stage for nodes. As shown in Figure 4(a), the overall
attentive interaction process at 𝑙-th layer is defined as:

𝒆 (𝑙)
𝑖 𝑗

= 𝑓 (𝑙)
({
(𝒂 (𝑙−1)

𝑘
, 𝒂 (𝑙−1)

𝑖
),∀𝑒𝑘𝑖 ∈ N𝑒 (𝑒𝑖 𝑗 )

})
, (2)

𝒂 (𝑙)
𝑗

= 𝑔 (𝑙)
(
𝒂 (𝑙−1)
𝑗

,
{
𝒆 (𝑙)
𝑘 𝑗
,∀𝑒𝑘 𝑗 ∈ N𝑒 (𝑎 𝑗 )

})
, (3)

where 𝒆 (𝑙)
𝑖 𝑗

is the edge embedding, 𝒂 (𝑙)
𝑗

is the node (atom) embed-
ding, 𝑓 (·) and 𝑔(·) are interaction functions of node→edge and
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edge→node layers,N𝑒 (𝑒𝑖 𝑗 ) andN𝑒 (𝑎 𝑗 ) are the edge-oriented neigh-
bors of edge 𝑒𝑖 𝑗 and node 𝑎 𝑗 respectively.

4.2.2 Angle-oriented Node→Edge Interaction Layer. Failing to dis-
tinguish neighbor nodes from different directions in the aggregation
process is a weakness of the existing GNN models. To overcome
this inadequacy, we adopt an angle-oriented graph attention layer
to update the edge representations with integrating spatial angle in-
formation. Since the angle exists between the two edges, as shown
in Figure 4(c), we first get the edge embedding through aggregating
the node features:

𝒆 (𝑙)
𝑖 𝑗

= 𝜎 (𝑾 (𝑙)𝑎→𝑒 · [𝒂
(𝑙−1)
𝑖

∥ 𝒂 (𝑙−1)
𝑗

∥ 𝒅𝑖 𝑗 ]), (4)

where𝑾 (𝑙)𝑎→𝑒 is the transformation matrix for atomic combination,
the operator ∥ represents concatenation, and 𝜎 is the Relu function.

After obtaining the representations {𝒆 (𝑙)
𝑖 𝑗
, 𝒆 (𝑙)

𝑘𝑖
, .., 𝒆 (𝑙)

𝑚𝑖
} of edge

𝑒𝑖 𝑗 and its neighbors, we further separate the neighboring edges
in 3-dimensional space by applying an angle-domain divider 𝑫𝑨,
which plays an intermediate role to assign each neighbor to the
specific angle domain. For example, in Figure 4(e), there are four
edge-oriented neighbors 𝑒1𝑖 , 𝑒2𝑖 , 𝑒3𝑖 and 𝑒4𝑖 around the central target
edge 𝑒𝑖 𝑗 . These neighboring edges are located in three different
local angle domains according to the angles between edge 𝑒𝑖 𝑗 and
its neighbors. Given the number of angle domains 𝑁 (e.g., 𝑁 = 3 in
Figure 4(e)) and the target edge 𝑒𝑖 𝑗 for aggregation, 𝑫𝑨 can map
each neighbor 𝑒𝑘𝑖 to the located angle domain index:

𝐼𝑛𝑑𝑘𝑖 = 𝑫𝑨(𝑒𝑘𝑖 , 𝑒𝑖 𝑗 , 𝑁 ) = ⌈𝑁 ·
𝜙𝑘𝑖 𝑗

180 ⌉, (5)

where ⌈·⌉ denotes rounding operation to get the integer index,
𝜙𝑘𝑖 𝑗 ∈ [0, 180◦] is the calculated angle between edges 𝑒𝑘𝑖 and 𝑒𝑖 𝑗 .
Then the subset of edge-oriented neighbors which are located in
𝑞-th angle domain can be defined as:

N𝑞
𝑒 (𝑒𝑖 𝑗 ) = {𝑒𝑘𝑖 | 𝑒𝑘𝑖 ∈ N𝑒 (𝑒𝑖 𝑗 ) ∧ 𝐼𝑛𝑑𝑘𝑖 = 𝑞}. (6)

After reorganizing the neighbors of 𝑒𝑖 𝑗 through divider𝑫𝑨 based on
the polar coordinate system, we then feed 𝑁 neighbor subsets from
different angle domains into 𝑁 independent propagation layers to
capture long-range dependencies in the complex interaction graph.
Firstly, we devise the domain-specific aggregation process along
edges for the 𝑞-th angle domain:

𝒎 (𝑙)
𝑖 𝑗,𝑞

=
∑

𝑒𝑘𝑖 ∈N𝑞
𝑒 (𝑒𝑖 𝑗 )

𝛼
(𝑙)
𝑘𝑖,𝑞
· 𝒆 (𝑙)

𝑘𝑖
, 1 ≤ 𝑞 ≤ 𝑁, (7)

where 𝒎 (𝑙)
𝑖 𝑗,𝑞

is the 𝑞-th local aggregated edge representation at

𝑙-th layer, 𝛼 (𝑙)
𝑘𝑖,𝑞

is the attention weight of the neighboring edge
𝑒𝑘𝑖 across the 𝑞-th angle domain. Concretely, we apply the angle-
oriented attention mechanism, which first uses 𝑎𝑡𝑡𝑛𝑙𝑞 function to
calculate the coefficient between two edges and then adopts the
softmax function for normalization:

𝑎𝑡𝑡𝑛𝑙𝑞 (𝑒𝑖 𝑗 , 𝑒𝑘𝑖 ) = 𝒖𝑇
𝑙,𝑞
· 𝑡𝑎𝑛ℎ

(
𝑾 (𝑙)𝑒,𝑞 · [𝒆

(𝑙)
𝑖 𝑗
∥ 𝒆 (𝑙)

𝑘𝑖
] + 𝒃 (𝑙)𝑒,𝑞

)
, (8)

𝛼
(𝑙)
𝑘𝑖,𝑞

=
exp

(
𝑎𝑡𝑡𝑛𝑙𝑞 (𝑒𝑖 𝑗 , 𝑒𝑘𝑖 )

)∑
𝑒𝑡𝑖 ∈N𝑞

𝑒 (𝑒𝑖 𝑗 ) exp
(
𝑎𝑡𝑡𝑛𝑙𝑞 (𝑒𝑖 𝑗 , 𝑒𝑡𝑖 )

) , (9)

where 𝒖𝑙,𝑞 ,𝑾
(𝑙)
𝑒,𝑞 and 𝒃 (𝑙)𝑒,𝑞 are the learnable attention parameters of

the specific 𝑞-th angle domain, and we use tanh as the nonlinear
activation function.

Secondly, we combine all aggregated edge embeddings obtained
from Eq. (7). To completely preserve the spatial information in
different local angle domains, we concatenate the representations as
the global aggregation to update the angle-aware edge embedding:

𝒆 (𝑙)
𝑖 𝑗

= [𝒎 (𝑙)
𝑖 𝑗,1 ∥ 𝒎

(𝑙)
𝑖 𝑗,2 ∥ · · · ∥ 𝒎

(𝑙)
𝑖 𝑗,𝑁
] . (10)

4.2.3 Distance-aware Edge→Node Interaction Layer. After inject-
ing the angle information into the edge embedding 𝒆 (𝑙)

𝑖 𝑗
, we make

further efforts to develop an attention-based edge→node interac-
tion layer to incorporate another spatial factor in the polar coor-
dinate system, that is distance. As we stated in Section 4.2.1, the
distance between atoms is implicated in different meaningful cor-
relations. Therefore, it’s momentous to explore the influence of
distance while learning representations for protein-ligand com-
plexes. Specifically, since edges and nodes (atoms) have different
feature spaces, we first convert the edge embedding and node em-
bedding into the hidden representation �̃� (𝑙)

𝑖 𝑗
and �̃� (𝑙−1)

𝑗
in the same

vector space:

�̃� (𝑙)
𝑖 𝑗

=𝑾 (𝑙)𝑒 · 𝒆 (𝑙)
𝑖 𝑗
, (11)

�̃� (𝑙)
𝑗

=𝑾 (𝑙)𝑎 · 𝒂 (𝑙−1)
𝑗

, (12)

where𝑾 (𝑙)𝑒 and𝑾 (𝑙)𝑎 are linear transformation matrices, 𝒂 (𝑙−1)
𝑗

is
the embedding of atom 𝑎 𝑗 from (𝑙 − 1)-th layer.

As a result of the variant distances and atomic attributes, the
neighboring edges have different impacts on the target node. How-
ever, the existing GNN models cannot effectively capture the influ-
ence of the distance factor. Hence, as shown in Figure 4(d) and 4(f),
we propose to extend the original GAT [39] with the distance-aware
attention to fuse the distance information with the capability of
discriminating multiple spatial relations among atoms:

𝑤
(𝑙)
𝑖 𝑗

= 𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝑙𝑢 (𝒗𝑇
𝑙
· [�̃� (𝑙)

𝑖 𝑗
∥ �̃� (𝑙)

𝑗
∥𝑾 (𝑙)

𝑑
𝒅𝑖 𝑗 ]), (13)

𝛽
(𝑙)
𝑖 𝑗

=
exp(𝑤 (𝑙)

𝑖 𝑗
)∑

𝑒𝑡 𝑗 ∈N𝑒 (𝑎 𝑗 ) exp(𝑤 (𝑙)
𝑡 𝑗
)
, (14)

where 𝒗𝑙 is the parameter of edge→node attention at 𝑙-th layer,
𝑾 (𝑙)
𝑑

is the trainable parameter matrix for distance transformation,
the final calculated attention weight 𝛽 (𝑙)

𝑖 𝑗
reflects how important

the edge 𝑒𝑖 𝑗 is for the node 𝑎 𝑗 . Then we develop the distance-aware
attention to multi-head attention version as GAT for better stability
and apply the aggregation process from edge to node:

𝒂 (𝑙)
𝑗

=
1
𝐶

𝐶∑
𝑐=1

∑
𝑒𝑖 𝑗 ∈N𝑒 (𝑎 𝑗 )

𝛽
(𝑙)
𝑖 𝑗,𝑐
· �̃� (𝑙)

𝑖 𝑗,𝑐
, (15)

where 𝐶 is the number of independent attention heads. Due to the
angle injection for edge embedding �̃� (𝑙)

𝑖 𝑗,𝑐
and the distance injection

for attention weight 𝛽 (𝑙)
𝑖 𝑗,𝑐

, our proposed model can comprehensively
incorporate spatial information in the complex.
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After performing 𝐿 polar-inspired graph attention layers, we ob-
tain the node embedding 𝒂 (𝐿)

𝑗
for atom 𝑎 𝑗 and the edge embedding

𝒆 (𝐿)
𝑖 𝑗

between atoms 𝑎𝑖 and 𝑎 𝑗 .

4.3 Pairwise Interactive Pooling Constraint
As introduced in Appendix A.1, the constructed complex graph G𝐼
only contains the partial protein structure due to the limitation of
graph size and needless noise. However, the long-range intermolec-
ular interactions between protein and ligand have effects on the
binding affinity [2, 19], while G𝐼 cannot provide such interactive
information. To capture the long-range interactions in the complex
(e.g., the Carbon-Carbon co-occurrence interaction), we design an
atomic type-aware pooling layer for edges between the protein and
the ligand, which generates a proximity interaction matrix of atom
type pair and enhances the representation learning process through
the additional self-supervised training.

Specifically, we first construct the pairwise interaction matrix
𝒁 ∈ R |𝑆𝑃 |× |𝑆𝐿 | from the complete protein and its ligand, where
𝑆𝑃 and 𝑆𝐿 are atomic type sets of the protein and its ligand. Each
element 𝑇𝑘 in 𝑆𝑃 or 𝑇𝑙 in 𝑆𝐿 represents the atomic number (e.g.,
6) of a certain atom (e.g., carbon atom C). Following the previous
work [2], we calculate the number of occurrences for a specific
atomic type pair (𝑇𝑘 ,𝑇𝑙 ) (e.g., (6, 7) for <C,N> pair) within a certain
distance and normalize the result to get the matrix 𝒁 :

𝑛(𝑇𝑘 ,𝑇𝑙 ) =
∑

𝑎𝑖 ∈V𝑃

∑
𝑎 𝑗 ∈V𝐿

𝛿 (𝜏 (𝑎𝑖 ),𝑇𝑘 )𝛿 (𝜏 (𝑎 𝑗 ),𝑇𝑙 )Θ(𝑑𝜌 − 𝑑𝑖 𝑗 ),

(16)

𝒁𝑘𝑙 =
𝑛(𝑇𝑘 ,𝑇𝑙 )∑

(𝑎𝑖 ,𝑎 𝑗 ) ∈V𝑃×V𝐿 Θ(𝑑𝜌 − 𝑑𝑖 𝑗 )
, (17)

where the function 𝜏 (𝑎𝑖 ) returns the atomic number of 𝑎𝑖 , 𝛿 (·, ·) is
a Kronecker delta function which outputs 1 only if the type of atom
is 𝑇𝑘 (or 𝑇𝑙 ) and 0 otherwise, 𝑑𝜌 is referred to as the interaction
cutoff distance and a Heaviside step function Θ is adopted to count
protein–ligand atomic type pairs within the distance 𝑑𝜌 .

Secondly, we take the edge embeddings obtained from PGAL as
input to the atomic type-aware pooling layer, which is shown in
Figure 4(b). There are |𝑆𝑃 | × |𝑆𝐿 | pooling blocks for type pairs. One
block to gather edge representations belonging to atomic type pair
(𝑇𝑘 ,𝑇𝑙 ) can be formulated as:

𝒉𝑘,𝑙 =
∑

𝑒𝑖 𝑗 ∈E𝐼
𝛿 (𝜏 (𝑎𝑖 ),𝑇𝑘 )𝛿 (𝜏 (𝑎 𝑗 ),𝑇𝑙 )︸                        ︷︷                        ︸

Divider

𝑾ℎ𝒆
(𝐿)
𝑖 𝑗
, (18)

where𝑾ℎ is the shared parameter matrix for edge pooling, E𝐼 ⊂ E
contains all the intermolecular edges in the complex 𝐺𝐼 , 𝑎𝑖 and 𝑎 𝑗
are atom nodes connected by 𝑒𝑖 𝑗 , the two 𝛿 (·, ·) functions act as a
divider to pick up the corresponding edges. Then we calculate each
value of the approximate interaction matrix:

�̃�𝑘𝑙 =
exp(𝒒𝑇𝒉𝑘,𝑙 )∑
𝑖, 𝑗 exp(𝒒𝑇𝒉𝑖, 𝑗 )

, (19)

where 𝒒 is the trainable parameter. In the training stage, we use an
additional proximity loss to draw the interaction matrix �̃� and 𝒁

closer:
L𝑧 =

∑
G𝐼 ∈D

∥𝐹 (�̃� ) − 𝐹 (𝒁 )∥, (20)

where 𝐹 (·) is the flatten operation for matrix, D is the training set.

4.4 Optimization Objective
At the last part, we add together node (atom) embeddings to get
the complex representation and use MLP layers as the regressor to
predict the protein-ligand binding affinity:

𝑦 = 𝑀𝐿𝑃

( ∑
𝑎𝑖 ∈V

𝒂 (𝐿)
𝑖

)
. (21)

Then the absolute error between the predicted binding affinity 𝑦
and the measured ground truth 𝑦 is used to calculate the loss. Thus,
we adopt the L1 loss function to optimize the model:

L𝑎 =
∑
G𝐼 ∈D

|𝑦 − 𝑦 |, (22)

where D contains all the protein-ligand complexes with binding
affinities. To integrate the interaction effectiveness for better com-
plex representation learning, we further combine with the complex
interaction constraint in Eq. (20) and reach the following overall
objective function:

L = L𝑎 + 𝜆L𝑧 , (23)
where 𝜆 is the balancing hyper-parameter to control the strength
of interaction loss. The detailed process for training the proposed
SIGN is provided in Algorithm 2.

5 EXPERIMENTS
In this section, we conduct experiments on two standard datasets
to investigate the following research questions:
• RQ1. How does the proposed SIGN model perform compared
against the state-of-the-art methods?
• RQ2. How does the generalizability of SIGN and competitors
when trained on the larger but lower-quality dataset?
• RQ3.Do the spatial and interactive factors benefit the prediction?
• RQ4. How do the parameter settings (e.g., the cutoff distance
and angle domain divisions) affect the prediction result?

5.1 Experiment Settings
5.1.1 Datasets. We evaluate all models on the following public
standard datasets for protein-ligand binding affinity prediction.

PDBbind1 is a well-known public dataset [41] in development
which provides 3D binding structures of protein-ligand complexes
with experimentally determined binding affinities (refer to Appen-
dix A.2). In our experiment, we mainly use the PDBbind v2016
dataset, which is most frequently used in recent works [35, 46].
Specifically, it includes three overlapping subsets, i.e., general, re-
fined and core set. The general set contains all 13,283 protein-ligand
complexes, while the 4,057 complexes in refined set are selected
out of the general set with better quality. Moreover, the core set
with 290 complexes serves as the highest quality benchmark for
testing through a careful selection process [36]. Conveniently, we
call the difference between the refined and core subsets, that is 3,767
complexes, as refined set of PDBbind in the following.
1http://www.pdbbind-cn.org
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Table 2: Performance comparison on PDBbind core set and CSAR-HiQ set.

Method PDBbind core set CSAR-HiQ set
RMSE ↓ MAE ↓ SD ↓ R ↑ RMSE ↓ MAE ↓ SD ↓ R ↑

ML-based
Methods

LR 1.675 (0.000) 1.358 (0.000) 1.612 (0.000) 0.671 (0.000) 2.071 (0.000) 1.622 (0.000) 1.973 (0.000) 0.652 (0.000)
SVR 1.555 (0.000) 1.264 (0.000) 1.493 (0.000) 0.727 (0.000) 1.995 (0.000) 1.553 (0.000) 1.911 (0.000) 0.679 (0.000)
RF-Score 1.446 (0.008) 1.161 (0.007) 1.335 (0.010) 0.789(0.003) 1.947 (0.012) 1.466 (0.009) 1.796 (0.020) 0.723 (0.007)

CNN-based
Methods

Pafnucy 1.585 (0.013) 1.284 (0.021) 1.563 (0.022) 0.695 (0.011) 1.939 (0.103) 1.562 (0.094) 1.885 (0.071) 0.686 (0.027)
OnionNet 1.407 (0.034) 1.078 (0.028) 1.391 (0.038) 0.768 (0.014) 1.927 (0.071) 1.471 (0.031) 1.877 (0.097) 0.690 (0.040)

GraphDTA
Methods

GCN 1.735 (0.034) 1.343 (0.037) 1.719 (0.027) 0.613 (0.016) 2.324 (0.079) 1.732 (0.065) 2.302 (0.061) 0.464 (0.047)
GAT 1.765 (0.026) 1.354 (0.033) 1.740 (0.027) 0.601 (0.016) 2.213 (0.053) 1.651 (0.061) 2.215 (0.050) 0.524 (0.032)
GIN 1.640 (0.044) 1.261 (0.044) 1.621 (0.036) 0.667 (0.018) 2.158 (0.074) 1.624 (0.058) 2.156 (0.088) 0.558 (0.047)
GAT-GCN 1.562 (0.022) 1.191 (0.016) 1.558 (0.018) 0.697 (0.008) 1.980 (0.055) 1.493 (0.046) 1.969 (0.057) 0.653 (0.026)

GNN-based
Methods

SGCN 1.583 (0.033) 1.250 (0.036) 1.582 (0.320) 0.686 (0.015) 1.902 (0.063) 1.472 (0.067) 1.891 (0.077) 0.686 (0.030)
GNN-DTI 1.492 (0.025) 1.192 (0.032) 1.471 (0.051) 0.736 (0.021) 1.972 (0.061) 1.547 (0.058) 1.834 (0.090) 0.709 (0.035)
DMPNN 1.493 (0.016) 1.188 (0.009) 1.489 (0.014) 0.729 (0.006) 1.886 (0.026) 1.488 (0.054) 1.865 (0.035) 0.697 (0.013)
MAT 1.457 (0.037) 1.154 (0.037) 1.445 (0.033) 0.747 (0.013) 1.879 (0.065) 1.435 (0.058) 1.816 (0.083) 0.715 (0.030)
DimeNet 1.453 (0.027) 1.138 (0.026) 1.434 (0.023) 0.752 (0.010) 1.805 (0.036) 1.338 (0.026) 1.798 (0.027) 0.723 (0.010)
CMPNN 1.408 (0.028) 1.117 (0.031) 1.399 (0.025) 0.765 (0.009) 1.839 (0.096) 1.411 (0.064) 1.767 (0.103) 0.730 (0.052)

Ours SIGN 1.316 (0.031) 1.027 (0.025) 1.312 (0.035) 0.797 (0.012) 1.735 (0.031) 1.327 (0.040) 1.709 (0.044) 0.754 (0.014)
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Figure 5: Performance improvements on PDBbind benchmark when training on general set.
CSAR-HiQ2 is an additional benchmark dataset [8], containing

two subsets with 176 and 167 protein-ligand complexes. We use this
external dataset from an independent source to further evaluate
the generalization ability of models.

5.1.2 Setup. Following [2], we choose the refined set of PDBbind
as our primary training data because there is considerable overlap
between the full general set and CSAR-HiQ dataset. We randomly
split the protein-ligand complexes in refined set with a ratio of 9:1
for training and validation. For testing sets, we use the core set and
CSAR-HiQ set with removing the complexes present in refined set.

Since the lower-quality data of general set can still improve the
performance of models [20], we conduct the supplemental experi-
ment on the full general set which is larger but of worse quality to
analyze the generalizability of our model. As stated above, we can
only evaluate the performance on the core set due to the overlapping
problem of CSAR-HiQ dataset. Following [35, 46], we randomly
select 1,000 complexes from refined set as the validating set. The
remaining 11,993 complexes in general set are used for training.

5.1.3 Evaluation Metrics. To comprehensively evaluate the model
performance, following [35, 46], we use Root Mean Square Error
(RMSE), Mean Absolute Error (MAE), Pearson’s correlation coeffi-
cient (R) and the standard deviation (SD) in regression to measure
the prediction error. The detail is introduced in Appendix A.3.

5.1.4 Baselines. We compare our proposed model with compara-
tive methods including machine learning-based methods (LR, SVR,
2http://www.csardock.org

andRF-Score [2]), CNN-basedmethods (Pafnucy [35] andOnion-
Net [46]), and GNN models GraphDTA [30] for protein-ligand
binding affinity prediction. Moreover, various state-of-the-art GNN-
basedmodels (SGCN [6],GNN-DTI [23],DMPNN [44],MAT [26],
DimeNet [17], and CMPNN [33]) which also consider the spatial
information for molecular modeling are compared to evaluate the
performance of SIGN. The details of experiment settings and base-
line descriptions are provided in Appendix A.3 and A.4.

5.2 Performance Evaluation
5.2.1 Overall Comparison (RQ1). We first compare our proposed
SIGN with baseline approaches on two benchmark datasets. As
shown in Table 2, the average and the standard deviation of four
indicators for testing performance are reported across five random
runs. In general, we can observe that SIGN achieves the best perfor-
mance on two datasets, with 6.5% and 3.9% improvement of RMSE
over the best baseline models on PDBbind and CSAR-HiQ datasets,
respectively. We further have the following observations.

Among all baselines, GraphDTA methods show relatively poor
performance due to the failure of considering the spatial struc-
ture and interactions between proteins and ligands. It indicates
that simply modeling the molecular graph with protein sequence
information is not capable of predicting structure-based protein-
ligand binding affinity. By contrast, from the perspective of inter-
action modeling, the machine learning-based methods and Onion-
Net model take advantage of long-range interaction features and
achieve better results. However, these data-driven approaches rely-
ing on feature engineering ignore the informative spatial structures
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Figure 6: Contribution of spatial and interactive factors.
of complexes and have limited generalization capability on the addi-
tional CSAR-HiQ dataset. From the perspective of spatial structural
modeling, we find that SGCN and GNN-DTI which incorporate po-
sition and distance information exhibit considerable improvement
over the vanilla GCN and GAT. Since SGCN takes atomic position
coordinates as input directly, it will be easily affected by the ro-
tation and translation of atoms, and the 3D CNN model Pafnucy
suffers from a similar issue. Thus, the prediction results are not
ideal. Despite leveraging a transformer-like attention mechanism
to handle the spatial structure, MAT is not better than RF-Score
and OnionNet, suggesting the importance of combining spatial
and interactive information. The edge-oriented model CMPNN out-
performs the above methods because it enhances DMPNN with
communication while propagating the distance information, which
shows the significance of node-edge message passing process. Al-
though DimeNet can learn from angle information and perform
slightly better, the performance is still not ideal due to its limited
ability of modeling larger biomolecules. Our proposed SIGN can
not only capture more comprehensive angle-enhanced structural
information instead of just distance, but also handle interactions
in the complex through multi-task learning framework. Therefore,
SIGN is much effective for modeling the protein-ligand complex
and can accurately predict the binding affinity.

5.2.2 Generalizability Comparison (RQ2). There is increasing 3D
structure-based protein-ligand data with binding affinity, whereas
the amount of high-quality data in refined set is relatively small.
Thus, the ability of utilizing more lower-quality data to improve
performance shows the generalizability of model, which is another
necessary measurement of performance evaluation. As introduced
in Section 5.1.2, we conduct the extra experiment of generalizability
on the general set of PDBbind dataset. As illustrated in Figure 5,
we compare the proposed SIGN with major competitive baselines
on two training sets. The results show that SIGN gets the lowest
prediction error remarkably under both training settings. More
importantly, our model improves the performance by around 8%
when trained on the general set and it further expands the prediction
advantage compared to baselines. Therefore, SIGN is proved to be
more generalizable to more data in large quantity but poor quality.

5.2.3 Impact of Spatial and Interactive Factors (RQ3). To verify the
effectiveness of factors that influence the final performance, we
compare SIGN with its variants on the two benchmarks.
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Figure 7: Parameter analysis on PDBbind core set.

• SIGN-AD uses the vanilla GAT layers for node-edge interaction
without either angle or distance information.
• SIGN-D uses the vanilla GAT layer without distance information.
• SIGN-A uses the vanilla GAT layer without angle information.
• SIGN-I removes the interaction loss L𝑧 .
Figure 6 presents the comparison results on all metrics. As we can
see, the proposed SIGN outperforms other variants, proving the
necessity of handling the spatial and interactive information syn-
ergistically which is essential for protein-ligand binding affinity
prediction. Specifically, SIGN-D and SIGN-A perform worse than
SIGN since they can only capture the one-sided spatial structural
information, i.e., distance or angle information in the complex. Fur-
thermore, the prediction error of SIGN-AD is especially high among
all variants. It indicates that modeling the complete spatial struc-
ture has a significant impact on performance improvement. The
lack of long-range interactions in SIGN-I also leads to performance
reduction, which confirms that only utilizing the spatial factors is
insufficient and will lose the important interactive information.

5.2.4 Parameters Analysis (RQ4). As depicted in Figure 7, we inves-
tigate the performance variation for SIGN w.r.t several necessary
hyper-parameters by varying each parameter while keeping others
fixed as default settings. More results are in Appendix A.5.

Cutoff distance 𝜃𝑑 . We analyze the effect of cutoff distance for
complex graph construction when varying 𝜃𝑑 from 3 to 6. With the
increase of 𝜃𝑑 , more spatial information in the complex is available
to our model and beneficial for learning complex representation
better, which leads to dramatic performance improvements when
𝜃𝑑 ≤ 5 Å. After that, too long cutoff distance will introduce addi-
tional redundancies and degrade the performance.

Angle domain divisions 𝑁 . To look deeper into the impact
of angle information in our model, we divide the angle domains
varying from 1 to 8. We can see that the model performs best when
the number of angle domains is 5 or 6. Too fine-grained or coarse-
grained divisions will result in performance degradation. One pos-
sible explanation is that too fine-grained divisions cannot provide
distinguishable information in space while the angle domain at a
too big granularity contains quite sparse atomic neighbors, both of
which have an adverse effect on learning spatial information.
6 CONCLUSION
In this paper, we investigated how to improve the prediction of
binding affinity between proteins and ligands. Specifically, we pro-
posed a GNN-based model, SIGN, to learn the representations of
protein-ligand complexes for better binding affinity prediction by
leveraging the fine-grained structure and interaction information
among atoms. Along this line, we designed the polar-inspired graph
attention layers (PGAL) to integrate both distance and angle infor-
mation for 3D spatial structure modeling. Also, to further improve
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the prediction performance, we introduced a well-designed pooling
process along with a reconstruction learning task for interaction
matrix. Finally, the experimental results on two benchmarks showed
the effectiveness and the generalizability of the proposed model.
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A APPENDIX
In the appendix, we first introduce the construction process of
complex interaction graph. Then the details of experimental settings
and baseline descriptions are given. Finally, we show the additional
results of parameter analysis on another dataset. The pseudocode
of SIGN training procedure is described in Algorithm 2.

A.1 Complex Interaction Graph Construction
As shown in Figure 2(a), there is no available intermolecular connec-
tion information between the ligand and its protein in the dataset.
What’s more, the local covalent bonds in the original molecular
graph cannot provide adequate 3D structure information. To include
non-local correlations, here we aim to construct the spatial-based
complex interaction graph. Since the size of a protein is much larger
than that of a ligand, it’s unnecessary to build the complete pro-
tein structure in the complex graph, which might be noisy and
time-consuming. Therefore, we apply a sampling-based process to
construct the graph, which preserves the key structure of complex.
The detail of the construction process is provided in algorithm 1.
We first initialize the atom node setV with ligand’s atom setV𝐿 .
Then the protein’s atoms which are close to the ligand fromV𝑃 are
selected to add into the atom node set V . Finally, we update the
complex edge set E by adding into the edges of atom pairs whose
distances are smaller than the cutoff threshold 𝑟𝜃 .

Algorithm 1: Complex Interaction Graph Construction.
Input :The position matrix𝑀𝑃 and node setV𝑃of protein

The position matrix𝑀𝐿 and node setV𝐿 of ligand
The cutoff distance 𝑟𝜃

Output :The complex interaction graph G𝐼 =< V, E >

1 InitializeV ← V𝐿 , E ← {};
2 for atom node pair (𝑎𝑖 , 𝑎 𝑗 ) ∈ V𝐿 ×V𝑃 do
3 Calculate distance 𝑑𝑖 𝑗 ← |𝑀𝐿 (𝑎𝑖 ) −𝑀𝑃 (𝑎 𝑗 ) |;
4 if 𝑑𝑖 𝑗 ≤ 𝑟𝜃 then
5 Update node setV ←V ∪ {𝑎 𝑗 };
6 end
7 end
8 Combined position matrix𝑀 ← 𝐶𝑂𝑁𝐶𝐴𝑇 (𝑀𝐿, 𝑀𝑃 );
9 for atom node pair (𝑎𝑖 , 𝑎 𝑗 ) ∈ V ×V do
10 Calculate distance 𝑑𝑖 𝑗 ← |𝑀 (𝑎𝑖 ) −𝑀 (𝑎 𝑗 ) |;
11 if 𝑑𝑖 𝑗 ≤ 𝑟𝜃 then
12 Update edge set E ← E ∪ {𝑒𝑖 𝑗 = (𝑎𝑖 , 𝑎 𝑗 )};
13 end
14 end
15 returnV, E

A.2 Instruction of the Binding Affinity
In biology experiments, the binding affinity between protein and
ligand can be determined as the value 𝐾𝑑 (dissociation constant),
𝐾𝑖 (inhibition constant), or 𝐼𝐶50 (half inhibition concentration). In
practice, the experimental binding affinity (i.e., the ground truth for
the binding affinity prediction task) is expressed with the negative
logarithm 𝑝𝑘𝑎 of the determined value (e.g, −𝑙𝑜𝑔𝐾𝑑 , −𝑙𝑜𝑔𝐾𝑖 , or
−𝑙𝑜𝑔𝐼𝐶50) on PDBbind and CSAR-HiQ datasets.

Algorithm 2: Training Procedure for SIGN.
Input :Training set D
Output :Trained model parameters 𝜃

1 Randomly initialize the parameter 𝜃 of SIGN;
2 for iteration = 1, 2, ... do
3 for each batch from training samples do
4 Calculate spatial relation embeddings 𝒅 using Eq. (1);
5 for l = 1...L do
6 Obtain edge embeddings 𝒆 (𝑙) using Eq. (4)-(10);
7 Obtain node embeddings 𝒂 (𝑙) using Eq. (11)-(15);
8 end
9 Build the interaction matrix 𝒁 using Eq. (16)-(17);

10 Estimate the interaction matrix �̃� using Eq. (18)-(19);
11 Calculate the interaction loss L𝑧 using Eq. (20);
12 Calculate the prediction 𝑦 using Eq. (21);
13 Calculate the prediction loss L𝑎 using Eq. (22);
14 Update parameters 𝜃 according to the gradient of L;
15 end
16 end
17 return 𝜃

A.3 Experiment Details
A.3.1 Evaluation Metrics. We first detail the four metrics used in
our experiment. Root Mean Square Error (RMSE), Mean Absolute
Error (MAE) and Pearson correlation coefficient (R) are defined as:

𝑅𝑀𝑆𝐸 =

√√√
1
|D|

|D |∑
𝑖=1
(𝑦𝑖 − 𝑦𝑖 )2, 𝑀𝐴𝐸 =

1
|D|

|D |∑
𝑖=1
|𝑦𝑖 − 𝑦𝑖 | (24)

𝑅 =

∑ |D |
𝑖=1 (𝑦𝑖 − ¯̂𝑦) (𝑦𝑖 − 𝑦)√∑ |D |
𝑖=1 (𝑦𝑖 − ¯̂𝑦)2 (𝑦𝑖 − 𝑦)2

(25)

𝑦𝑖 and 𝑦𝑖 respectively represent the predicted and experimental
binding affinity of the 𝑖-th complex in dataset D. As introduced in
[35], the standard deviation (SD) is defined as follows:

𝑆𝐷 =

√√√
1

|D| − 1

|D |∑
𝑖=1
[𝑦𝑖 − (𝑎 + 𝑏𝑦𝑖 )]2 (26)

where 𝑎 and 𝑏 are the intercept and the slope of the regression line,
respectively.

A.3.2 Input Graph and Features. For all GNN-based methods, we
use the same input complex graph as introduced in Appendix A.1 for
protein-ligand binding affinity prediction. For GraphDTA models,
we input the protein sequence as well as the ligand molecular graph
or our constructed complex graph. In this paper, we report the best
result when using the complex graph as input. For 3D-CNN and
GNN models, the atom features used according to [35] include
atomic types, hybridization, the number of bonds with other heavy-
atoms and hetero-atoms, atom properties such as aromaticity, and
the partial charge. In total, 18 features are used to describe an
atom. Considering the heterogeneity in the complex graph, we
further extend atom features to a 36-dimension vector with zero-
padding, where the 1st to 18th elements represent the features of
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Figure 8: Parameter analysis on PDBbind core set.

ligand atoms and the 19th to 36th elements represent the features
of protein atoms. As to edge features for edge-based GNN models,
we combine the two atom features and encoded distance features
between atoms as the input vector. In brief, we provide the same
input complex graph and atomic features for our SIGN and all GNN-
based baselines to make fair comparisons. For ML-based methods
and OnionNet, they cannot take the complex graph or grid-like data
as input and only receive the specific molecule-level features. We
extract the input feature vectors based on the distance as described
in their original papers [2, 46]. Note that these extracted features
also reflect the structural information of complex in a global view.

A.3.3 Implementation. We implement our model based on Pad-
dlePaddle3. We train all models on 24 Intel CPUs and a Tesla K80
GPU with 12 GB memory.

A.3.4 Parameter Settings. For the proposed SIGN, we use Adam
optimizer for model training with a learning rate of 0.001 and set
the batch size as 32. The balancing hyper-parameter 𝜆 is set to 1.75
according to the performance on validation set. We construct the
complex graph and interaction matrix with cutoff-threshold 𝜃𝑑 = 5
and 𝜃𝜌 = 12 as suggested in [29], respectively. The basic dimensions
of node and edge embeddings are both set to 128. The number of
buckets for spatial relation 𝑏 is set to 4 with the splitting granularity
of 1Å. For PGAL layers, we set the number of attention heads 𝐶 to
4, the dropout rate to 0.2, and the number of angle domains 𝑁 to
6. For PiPool layer, there are 36 pooling blocks in total, where the
two atomic type sets 𝑆𝑃 and 𝑆𝐿 are defined as stated in [2].

For baseline models, we tune the parameters based on the default
settings to get optimal performance. Specifically, the number of
decision trees in RF-score is set to 100, the max-depth of trees is set
to 5, the maximum number of features is set to 3 and the minimum
number of samples required to split is set to 10. For the CNN-based
models, we set the channels of three-layer 3D convolutions for
Pafnucy as 64,128 and 256. For OnionNet, the number of input
features is 3840 and there are 32, 64, and 128 filters in the three con-
volutional layers with the kernel size as 4. The maximum length of
protein sequences is set to 1000 in GraphDTA. For GNN-based mod-
els, the number of filters in SGCN is set to 32 with the dimension as
36. We also apply the data augmentation process to ensure optimal
performance. For fair comparison, the embedding dimension of
other baselines is set to 128 (same as SIGN). For GNN-DTI, the
initial 𝜇 and 𝛿 for distance learning in GAT layers are set to 4.0 and
1.0, respectively. For DimeNet, the number of spherical harmonics
and radial basis functions are set to 4 and 3, respectively. We use
two-layer interaction blocks and three-layer bilinear layers to make
DimeNet work in our experiment. For DMPNN and CMPNN, the
3https://github.com/PaddlePaddle/Paddle

layer of edge-oriented message passing layers is set to 3 and we
use MLP as the communication module in CMPNN. The weighting
coefficients for self-attention, distance, and adjacency matrices in
MAT are set to 0.3, 0.3, and 0.4, respectively.

A.4 Baseline Descriptions
We compare our SIGNmodel with the following methods to predict
the protein-ligand binding affinity:
• ML-based methods include linear regression (LR), support vec-
tor regression (SVR), and random forest (RF). These methods take
the inter-molecular interaction features introduced in RF-Score
[2] as input and predict the protein-ligand binding affinity.
• Pafnucy [35] is a representative 3D CNN-based model which
can learn the spatial structure of protein-ligand complexes.
• OnionNet [46] generates two-dimensional interaction features
based on rotation-free element-pair contacts in complexes and
adopts CNN to learn representations for prediction.
• GraphDTA [30] introduces GNN models to learn the complex
graph and uses CNN to learn the protein sequence. It has four
variants with different GNN models: GCN [15], GAT [39], GIN
[43] and GAT-GCN which combines the former two models.
• SGCN [6] leverages node positions based on graph convolutional
network, which directly utilizes atomic coordinates.
• GNN-DTI [23] is a distance-aware graph attention network with
considering 3D structural information to learn the intermolecular
interactions for protein-ligand complexes.
• DMPNN [44] is an edge-based message passing neural network.
It can incorporate the spatial information between atoms by
applying the aggregation process for edges.
• MAT [26] employs a molecule-augmented attention mechanism
based on transformer for graph representation learning with
using the inter-atomic distances.
• DimeNet [17] is a recent state-of-the-art model for small molec-
ular graph learning using directional message passing scheme.
Bessel functions are employed to encode the angle and distance
information in graph neural network.
• CMPNN [33] further develops DMPNN to build a communicative
message passing scheme between nodes and edges for better
molecular representation learning.

A.5 Additional Parameters Analysis
Number of PGAL layers 𝐿. As shown in Figure 8, we first present
the influence of multi-hop propagation with stacking node-edge in-
teraction layers from 1 to 4. We observe that increasing the number
of layers would not always give rise to a better result. The model
with one PGAL layer has limited ability to model high-order infor-
mation in the complex. As a result of over-fitting, the performance
of the model using more than 3 layers starts to degenerate gradually.
Therefore, applying two interaction layers in SIGN is enough to
capture sufficient spatial information.

Balancing coefficient 𝜆. Moreover, we change the coefficient 𝜆
to control the trade-off between the prediction loss and interaction
loss. From the results, we observe that the performance first tends
to get better with incorporating more interactive information for
long-range dependencies, and then begins to drop off slightly. In
general, our model is stable with varying coefficients and always
achieves better performance than all baseline methods.
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